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The authors appreciate the reviewer's valuable feedback. The summary of the changes based on 
the reviewer’s recommendations & comments is listed below. All the revisions are TRACKED 
in the re-submitted WORD file along with marked RED COLOR for the ease of the reviewer’s 
perusal. Our colleague, a native English speaker of BLUE COLOR, has corrected grammatical 
and writing style errors in the original version.  

Recommendations and Comments of Reviewer Authors’ Summary of the Changes 
The manuscript can be an interesting contribution 
for the methodology of use and interpretation of data 
for the prediction of deep landslide movements. 
However, it requires a substantial review in the text, 
in the figures and in the production of additional 
figures to show the final results. The list presented 
below are the specific comments: 

We are pleased to receive positive feedback from the 
reviewer on this study. We also sincerely appreciate 
the reviewer’s detailed comments, which have 
identified the limitations of our research. We have 
endeavored to revise the manuscript in response to 
each of the reviewer’s comments. The details of 
these revisions are outlined below. 

1) Sections 3.1 and 3.2 should be in the text in more 
synthetic form, placing much of the content in an 
appendix 

We completely agree with the reviewer's suggestion. 
Excessive focus on the operational mechanisms of 
the AI models could distract readers from the 
primary objective of the study. Therefore, we have 
moved this content to the appendix. 

 

 

 

 

 



 
2) In section 3.4.2 the equation of the MAPE, MAE 
and RSME objective function is not presented 

We have revised Section 3.4.2, adding detailed 
explanations of the calculations and the significance 
of each evaluation metric. These explanations enable 
readers to better understand the objective function 
when these evaluation metrics are applied. 

 

 
3) Section 3.5 - Chou and Nguyen in 2024 article 
not present in the bibliography or not mentioned in 
the correct form 

The AEIO algorithm employed in this study was 
developed in 2024. It has successfully undergone 
testing on small, average, and large-scale benchmark 
functions, as well as in optimizing the 
hyperparameters of AI models. However, since the 
algorithm is currently under review for publication 
in a separate journal, we are unable to include it as a 
reference in this manuscript. We kindly ask for the 
reviewers' understanding regarding this limitation. 
Although we have not added a citation for the AEIO 
algorithm, we have provided a highly detailed 
explanation of its usage to ensure that readers can 
easily understand and apply it, as outlined below. 



 

 

 

 

 



 

 
Additionally, the AEIO algorithm demonstrated 
strong optimization capabilities for the 
hyperparameters of AI models in this study, 
highlighting its effectiveness. 

4) Section 3.5 - EQ. 10 and 11 - The meaning of the 
Maxit and Mind parameters are not indicated 

We acknowledge the error in our initial manuscript, 
as pointed out by the reviewer’s suggestion. We 
have now added annotations for the parameters d, D, 
npop, t, and MaxIt in Equation (10). Additionally, we 
have clarified that these values hold the same 
meaning in Equations (11) and (12). 

 

 



 
5) Section 3.6.0-In Figure 9, references are indicated 
to the 18-19-20-21 and 22 equations. But these 
equations do not exist and the text 

We have revised the equation numbering in this 
flowchart to ensure consistency with the sequence of 
equations presented earlier. 

 
6) section 3.6.0 in Figure 9 and in the text the 
optimization stop criterion should be indicated. 

We fully agree with the reviewer's suggestion and 
have added content to the manuscript to emphasize 
the stop criterion of the AEIO algorithm. 

 

 
We have also incorporated the stop criterion into the 
flowchart of the AEIO algorithm during the fine-
tuning of the AI model's hyperparameters. 



 
7) Section 3.6.2. Figures 12 13 and 14 should be 
presented together in the same group with the same 
temporal axis. And an additional figure should be 
added to the group, with the temporal sequence of 
the rains 

We have revised these figures by merging Figures 
12, 13, and 14 into a single figure, presented along a 
unified timeline. Additionally, the new figure 
includes rainfall data from significant storms in the 
region to facilitate easier comparison for the readers. 

 
8) in Section 4, the comparative result of the 
deformations observations (shown in figure 14) with 

In response to the reviewer's suggestion, we have 
added a figure that displays the predicted deep-



the comparative predictions of the best model should 
be graphically presented. 

seated displacement of the best machine learning 
model, the best time-series deep learning model, the 
best CNN model, and the best hybrid models. This 
allows readers to compare and assess the predictive 
capabilities of these models. 

 
9) section 4.2 is too long and should be simplified 
and synthesized 

We fully understand the reviewer's concern 
regarding the length of Section 4.2. However, it is 
important to note that much of the length is due to 
the inclusion of performance result tables for the 
models, which are essential and cannot be 
condensed. 
Additionally, we believe that the explanations and 
commentary on the models' performance are equally 
essential. These details not only enhance the 
manuscript's relevance to readers interested in 
landslide research but also appeal to those focused 
on the use of AI models for regression studies. 
Last but not least, while this section is lengthy, it is 
organized in a logical structure. As a result, readers 
will not be distracted by its length; instead, they can 
easily find information on the specific models they 
are interested in, corresponding to each subsection 
within Section 4.2. 
However, in response to the reviewer's valuable 
suggestion, we have revisited Section 4.2 and 
removed redundant content, retaining only the 
information that is most valuable to the readers. 
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