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Abstract

The early identification of potential landslide hazards has always been a hot and difficult issue in the field of international landslide research. In recent years, many scholars have conducted extensive and beneficial explorations in this field, making significant contributions to the effective prevention of landslide disasters. However, until now, there are very few review documents on summarizing such valuable experience in the system, which makes it difficult to meet the ever-increasing demand of researchers in scientific documents. To address the gap, this paper systematically reviews 843 documents collected by the two data platforms of Web of Science (WOS) and Scopus from 1971 to 2023 by using the bibliometric analysis software. This paper first figures out the internal relationship between documents by analysing their spatial and temporal distribution characteristics, and then emphatically analyses the application, advantages and disadvantages of different early identification methods based on the influencing factors of landslide disaster formation and multi-source data acquisition links. And finally, this paper discusses the challenges and development trends in this field from four aspects of cooperative analysis, multi-source data, topic analysis and research trends, and puts forward some suggestions. This research can help researchers to use various early identification methods reasonably and provide summary and integration services of scientific document achievements for efficient research in this field.
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1 Introduction

The early identification of potential landslide hazards is to identify the possible location and range of landslides before the occurrence of such disasters. The possibility of occurrence of potential landslides is determined, and the corresponding prevention and control measures are taken to effectively avoid the risk of landslide disasters (Li et al., 2021; Chang et al., 2023). Just like the research conducted by Yannick Thiery et al. (2020) in France, the use of practical mapping tools, remote sensing, network services and other new technologies can provide higher quality landslide data information, thereby improving prediction accuracy. Most of the landslides follow their evolution laws. Therefore, the effectiveness of early identification of potential landslide hazards largely determines the success rate of landslide disaster prediction and early warning (Yin et al., 2023). They often undergo creep with different deformation characteristics before failure (Scoppettuolo et al., 2020), and have a uniform deformation process from deceleration to acceleration, providing time for data collection and analysis in early identification (Saito M. 1969). As shown in Figure 1, the uniform deformation stage is the main stage of early identification.

![Fig. 1. Schematic diagram of landslide deformation stage.](image)

Facts have proved that scientific and reasonable early potential disaster identification can effectively avoid the occurrence of landslide disasters or reduce losses to a large extent (Sreelakshmi et al., 2022). For example, He et al. (2005) applied the quantitative theory to...
determine the role and correlation of the main dynamic factors, and compared with the actual
dynamic pattern of Xintan landslide, showing that it coincides with the actual slip mode and
formation mechanism of Xintan landslide. Wang et al. (2023) discovered that there is an
obvious spatial and temporal relationship between vegetation anomaly and landslide
defo rmation in the creep stage of landslides, which indirectly reflects the gradually unstable
evolution process of landslides in southwest China and provides a theoretical basis for the
identification of high vegetation coverage areas. The newly-developed machine learning
model by Bui et al. (2019) has become a powerful tool to mitigate and manage landslide
disasters in Lang Son, Vietnam. For the convenience of the author's reading and inquiry, the
main abbreviations used in this article are shown in Table 1.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
<td>InSAR</td>
<td>Interferometric Synthetic Aperture Radar</td>
</tr>
<tr>
<td>AUC</td>
<td>Area Under Curve</td>
<td>LLR</td>
<td>Log-likelihood rate</td>
</tr>
<tr>
<td>CF</td>
<td>Certainty Factor</td>
<td>IOT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
<td>LSM</td>
<td>Landslide Susceptibility Index</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
<td>LSM</td>
<td>Landslide susceptibility mapping</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information Systems</td>
<td>RS</td>
<td>Remote Sensing</td>
</tr>
<tr>
<td>GLiM</td>
<td>The new global lithological map</td>
<td>SRTM</td>
<td>Shuttle Radar Topography Mission</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
<td>USGS</td>
<td>The United States Geological Survey</td>
</tr>
</tbody>
</table>

Landslide disasters often occur in hidden and high-elevation mountain areas. There are
many influencing factors, which have complex interrelationships, and the landslide data is
very scarce. The uncertainties have increased the difficulty of early potential disaster
identification. In the past few years, scholars all over the world have done a lot of research,
and they will carry out more research based on these documents in the future. Therefore, it is
necessary to systematically summarize the previous experience. However, so far, there are
few review papers on early identification of potential landslide hazards, especially those
based on bibliometric analysis methods. Only 20 related review documents were retrieved
from WOS and Scopus, and several of them are representative, as shown in Figure 2 (Chou et
Several representative literature reviews.

Figure 2 shows that the review documents only appeared in this field in recent years, and it is not until 2022 that scholars began to make document review on the application of artificial intelligence methods in geological disasters by bibliometric methods. Through further analysis, it is not difficult to find that there are many problems in the existing review documents, such as narrow research area, long retrieval time of the document database, and divergent research direction. In order to help scholars quickly grasp the development process and research direction of this field, based on the existing review documents and combined with the background knowledge and early identification research experience of landslides, this paper establishes a document sample database through the document data platforms of WOS and Scopus, analyzes the spatial and temporal distribution characteristics of documents with VOSviewer, SCImago graphica and other tools, and emphatically analyzes the application, advantages and disadvantages of 5 main early identification methods on the basis...
of clarifying the influencing factors and data acquisition of landslides. Meanwhile, this paper discusses the existing problems in this field with CiteSpace from the aspects of cooperative analysis, multi-source data, topic analysis and research trends, and puts forward some suggestions. It also outlines future research to provide help for optimizing the early recognition method and improving the recognition accuracy in this research.

2 Document Statistical Analysis and Results

2.1 Establishment of document sample database

In this research, two recognized, reliable and highly reputable academic publishing databases, namely WOS and Scopus are adopted, which have multi-disciplinary fields and can cover all the topics involved in the research of early potential landslide hazard identification by scholars around the world. On May 8, 2023, all documents published in this field from 1971 to 2023 were comprehensively retrieved. The process of data retrieval, processing and analysis is shown in Fig. 2.

According to the research objective, the search strategy TS =“landslide*” AND “early” AND “identif*”. In WOS, a total of 599 records were retrieved. In Scopus, a total of 791 records were retrieved. A total of 1,390 records were retrieved. Due to row errors, omissions...
and duplications and other phenomena of the raw data, Microsoft 365 was first adopted for the format adjustment of the data downloaded from the two databases. Then, the EndNote X9 reference manager was used to remove duplicate documents based on the uniqueness of the title and DOI. The Manual deduplication was applied to the situations in which the title or the author has different spelling versions. The publication years, journals, citation frequency, countries, institutions, co-citation references and co-citation authors, etc. were selected as the data sample database in this paper. After that, documents that are not related to the topic of the paper such as campaigns, cultural heritage, isotopes and epidemic diseases were deleted to form a final document sample database, and a total of 843 records were generated.

2.2 Analysis method

This research is carried out by the bibliometric method, and the mainly used software are VOSviewer, SCImago graphica and CiteSpace, etc., as shown in Table 2.

<table>
<thead>
<tr>
<th>NO.</th>
<th>Tool Name</th>
<th>Link</th>
<th>Functional application</th>
<th>Version adopted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WOS</td>
<td><a href="https://www.webofscience.com/">https://www.webofscience.com/</a></td>
<td>Download literature data</td>
<td>Online version</td>
</tr>
<tr>
<td>2</td>
<td>Scopus</td>
<td><a href="https://www.scopus.com/">https://www.scopus.com/</a></td>
<td>Download literature data</td>
<td>Online version</td>
</tr>
<tr>
<td>3</td>
<td>Microsoft 365</td>
<td><a href="https://www.microsoft.com/">https://www.microsoft.com/</a></td>
<td>Literature data organization, unified format, text writing, etc</td>
<td>Latest version</td>
</tr>
<tr>
<td>4</td>
<td>WPS Office</td>
<td><a href="https://www.wps.cn/">https://www.wps.cn/</a></td>
<td>Calculation and drawing of statistical charts</td>
<td>12.1.0.15.120</td>
</tr>
<tr>
<td>5</td>
<td>EndNote</td>
<td><a href="https://endnote.com/">https://endnote.com/</a></td>
<td>Document duplication, document reading, and citation in reference format</td>
<td>X9</td>
</tr>
<tr>
<td>6</td>
<td>CiteSpace</td>
<td><a href="https://citespace.podia.com/">https://citespace.podia.com/</a></td>
<td>Create a collaborative network visualization graph Fig. 9; Knowledge Graph of Multiple Source Data Fig. 10; Keyword clustering analysis Fig. 11; Keywords with citation bursts Fig. 12</td>
<td>R6.2.R7</td>
</tr>
<tr>
<td>7</td>
<td>VOSviewer</td>
<td><a href="https://www.vosviewer.com/">https://www.vosviewer.com/</a></td>
<td>Data Text Format in Country or Region Distribution Fig. 6; Create keyword cloud maps of landslide influencing factors Fig. 7</td>
<td>1.6.16</td>
</tr>
<tr>
<td>8</td>
<td>SCImago graphica</td>
<td><a href="https://www.scimagojr.com/">https://www.scimagojr.com/</a></td>
<td>Create partial maps of country or regional distribution Fig. 6</td>
<td>1.0.23</td>
</tr>
<tr>
<td>9</td>
<td>Snipaste</td>
<td><a href="https://www.snipaste.com/">https://www.snipaste.com/</a></td>
<td>Screenshot software: Try to maintain the original image quality as much as possible</td>
<td>Latest version</td>
</tr>
</tbody>
</table>
As the above-mentioned software have unique functions, different advantages and limitations, this paper selects some of these functions and applies them comprehensively to give full play to advantages of the software and do a better job in bibliometric analysis. For example, VOSviewer can provide a brightly colored knowledge mapping, and help researchers to quickly view the frequency of occurrence of different countries, authors and keywords (van Eck 2010). The number of connection lines between nodes can be used to visually show their relevance degrees. However, users are not allowed to edit, so they cannot handle the problem of overlapped nodes and labels. As a popular free graph maker software, SCImage graphica can generate a text file into a symbiosis network diagram to achieve geographic visualization, so as to understand the partnership between countries (Wang et al., 2023). SCImage graphica is a lightweight software with limited functions, so it is a bit complicated for S to convert the text file required for graphic drawing. VOSviewer can be first used to cluster the national document publication information in the document database, and then to convert the *.txt format to the *.gml format in the data sample database for S recognition. CiteSpace, as a commonly used bibliometric software, can visualize the information of keywords, authors, countries, and institutions, etc. to visually identify the internal connections between scientific documents and display the development trends and dynamics of the research field (Chen et al., 2017). Although the software allows users to edit, it needs to update its version frequently and pay to use its advanced version. In addition, the operation is relatively complicated, and the computer configuration requirements are high, so the overlap of nodes and labels is still a thorny problem.

2.3 Spatial and temporal distribution characteristics of documents

The data of the document sample database established in this paper has been provided
with a series of cleaning operations such as deduplication, merging and manual screening. Therefore, the statistical distribution data of the number of publications is determined based on the document sample database, which may be slightly different from the document visualization analysis results displayed on the WOS and Scopus platforms.

2.3.1 Time distribution

As shown in Fig. 4, the annual number of publications shows an overall upward trend, indicating that the research on early identification of potential landslide hazards has received more and more attention from scholars around the world. The research in this field can be roughly divided into three stages: The first stage is the embryonic period (1971-1995), in which the research was few. There was no research in some years, and the total number of publications was only 11. Quigley et al. (1971) was the first to conduct some research. They focused on the landslides in the gorge areas, Toronto, and then analyzed from the three dimensions of geology, mineralogy and engineering characteristics, discovering that the landslide is mainly caused by the expansive clay minerals contained in the clay layer. The research enlightened subsequent scholars that the analysis of soil mineralogy shall be included as a valuable part of this field.

The second stage is the slow development period (1996-2008): Since 1996, there has been continuous research in this field, but the annual number of publications was less than 10, and the total number of publications was only 63. Some areas began to establish landslide databases (Devoli et al., 2007), and field survey and ground monitoring were the main identification means at this stage (Fritsche et al., 2006). With the rise of satellite remote sensing technology, some new technologies have been initially tried. For example, the technology based on synthetic aperture radar has been applied in volcanic landslide map (Weissel et al., 2004), and the experimental landslide prediction model are being established (Chen et al., 2008).
The third stage is the rapid development period (2009-present), in which the number of publications increased, with an average of more than 10 per year. In 2009, the number of publications was 12, which was the least but exceeded the sum of the number of publications in the first stage. After 2018, the number of publications increased significantly, especially in the past three years, it showed a blowout trend, and exceeded 100 for the first time in 2021. In 2022, a peak year, the number of publications was as high as 132, which was not only 12 times the total number of publications in the first stage, but also more than 2 times the total number of publications in the second stage. In this paper, only the data before May 8, 2023 are retrieved, and the number of publications this year has reached 45. According to the trend line of the total number of publications, the trend line of the first five cycles was predicted, indicating that the number of publications in this filed will continue to show an increasing trend for at least the next five years. This trend corresponds roughly with the exponential growth function (the calculating formula can be fitted by the trend line of Microsoft Excel2022).
In addition, Fig. 4 indicates the distribution of document types. There are 6 types in the document sample database, of which Review only accounts for 2.37%. Although there are not many Review papers, they are often highly cited. Table 1 shows that in the TOP 10 highly cited papers, two are Review papers, accounting for 20%. Both of the two Review papers were published in 2018, and ranked first and third in the ranking of the number of papers cited in this field in just five years. From here, it can be seen that researchers have paid great attention to the Review papers in the research field of early identification of potential landslide hazards. For Review papers, there is a big gap between the number of publications and the demand. Therefore, it is necessary to strengthen the paper review in this field. Meanwhile, the highly cited documents listed in Table 3 are also the core references in this research, which inspires the research in later chapters of this paper.

<table>
<thead>
<tr>
<th>NO.</th>
<th>Cite Frequency</th>
<th>References</th>
<th>document type</th>
<th>Main Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>707 (WOS) 805 (Scopus)</td>
<td>Reichenbach et al. (2018)</td>
<td>Review</td>
<td>A systematic review of 565 literature from 1983 to 2016 was conducted on statistical methods for landslide susceptibility modeling and terrain zoning</td>
</tr>
<tr>
<td>2</td>
<td>424 (WOS) 465 (Scopus)</td>
<td>Gorum et al., (2011)</td>
<td>Article</td>
<td>The distribution map of landslides caused by earthquakes was introduced, and a large number of satellite images and aerial photos before and after the earthquake were used to make up for the shortcomings of the early landslide inventory</td>
</tr>
<tr>
<td>3</td>
<td>272 (WOS) 279 (Scopus)</td>
<td>Segoni et al., (2018)</td>
<td>Review</td>
<td>Provide literature references for commonly used or advanced methods to identify standard procedures and threshold definitions for rainfall events, filling the gaps in validation processes and program explanations</td>
</tr>
<tr>
<td>4</td>
<td>221 (WOS) 229 (Scopus)</td>
<td>Intrieri et al., (2018)</td>
<td>Article</td>
<td>Through the analysis of Sentinel 1 satellite data, precursor signals of landslide deformation in Maoxian County were identified, indicating that satellite radar data is expected to monitor large-scale and short-term landslides</td>
</tr>
<tr>
<td>5</td>
<td>203 (WOS) 214 (Scopus)</td>
<td>Pourghasemi and Kerle (2016)</td>
<td>Article</td>
<td>Tested the success and prediction rates of data-driven models, providing a new approach for mapping landslide susceptibility at the regional scale due to the lack of data and methods</td>
</tr>
<tr>
<td>Rank</td>
<td>WOS/Scopus Code</td>
<td>Author(s) (Year)</td>
<td>Article Title</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>-----------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>184 (WOS) 205 (Scopus)</td>
<td>Pradhan (2011)</td>
<td>Propose a method based on fuzzy logic relationships to draw landslide susceptibility maps, and combine GIS to screen out the main factors affecting landslides and analyze their relationships</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>181 (WOS) 199 (Scopus)</td>
<td>Zhao et al. (2012)</td>
<td>Using InSAR data to investigate regional landslide activity and verifying it with adjacent satellite orbit data, in order to solve the problem of landslide activity in areas that are difficult to identify using traditional methods</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>169 (WOS) 194 (Scopus)</td>
<td>Harp E.L. et al. 2011</td>
<td>This article summarizes the development of landslide inventory maps caused by earthquakes from aspects such as landslide inventory standards, mapping standards, early inventory maps, digital inventory maps, and disaster maps</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>170 (WOS) 183 (Scopus)</td>
<td>Barnard et al. (2001)</td>
<td>Directly use magnetic tape measurement and simple triangulation technology to measure active slopes after earthquakes and analyze the impact of human activities on landslides</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>142 (WOS) 169 (Scopus)</td>
<td>Hong et al. (2006)</td>
<td>Global rainfall intensity duration thresholds were specified based on landslide events and TMPA rainfall characteristics to identify rainfall induced landslides</td>
<td></td>
</tr>
</tbody>
</table>

### 2.3.2 Spatial distribution

Fig. 5 indicates the TOP 10 publication status of discipline, journal, author and institution. It can be seen from Fig. 5(a) that “Geology” is the discipline with the highest number of publications, which is 374. The long research history and scholars focus have contributed to high output in this direction. As early as 1997, people began to study the differences between collapse structures and geometric shapes in fracture systems, as well as the mechanisms by which they lead to catastrophic landslides. After that, scholars discovered from different geological perspectives that areas with landslide hazards such as natural vegetation caves (Kuriakose et al., 2009), shallow seismic structures (Camerlenghi et al., 2009), lithology (Del Gaudio et al., 2011), and structures are the main disaster-pregnant environmental factor of landslides. Moreover, the number of publications in Engineering, Environmental Sciences Ecology and Water Resources is greater than 100, showing that these four disciplinary directions are also important research directions in this field. Statistics show that in the document data sample database, 113 papers belong to the same discipline direction,
accounting for 13.40%. The remaining 730 papers cover more than 2 discipline directions, which indicates that the research on early identification of potential landslide hazards covers multiple disciplines, and the continuous development of these interdisciplines has driven progress in this field.

In terms of the journals in which landslide papers are published, most of the documents were published in professional journals, but less in comprehensive journals. As shown in Fig. 5(b), the TOP 10 journals, as the core source of documents, have a total number of publications of 230, accounting for 27.28%. They are all professional journals in landslide prevention and control, but not comprehensive journals. For example, among the "LANDSLIDES", "REMOTE SENSING" and "ENGINEERING GEOLOGY", etc., "LANDSLIDES" ranked first, and published 61 papers on early landslide identification, accounting for 7.24%, showing that subsequent researchers may choose to publish their research results in comprehensive journals.

**Fig. 5.** Top 10 spatial distribution: a) subject distribution, b) periodical distribution, c) author distribution, d) institutional distribution.
As the author with the highest productivity in Fig. 5(c), Samuele Segoni has published a total of 9 papers in this field, one of which is a review paper entitled “A”. It is also a highly cited paper in the field of early identification of potential landslide hazards, which has been cited for 272 times. The more details are shown in Table 1. Samuele Segoni, one of the world-renowned leading peer experts in this field, is from the University of Florence. The two high productivity authors, namely Casagli, Nicola (8 papers) and Brunetti, Maria Teresa (6 papers) are both from the University of Florence, and they cooperated to published many papers on landslides. The three high productivity authors have accounted for 32.39 % of the total productivity of the TOP 10 authors. S, M and G are three high productivity authors from CNR and published a total of 22 papers in this field, accounting for 30.98 % of the total number of papers of the high productivity authors, which means the early identification of potential landslide hazards have been valued by the top experts and mainstream institutions.

By combining with the TOP 10 of the number of papers published by high productivity institutions in Fig. 5(d), it can be further found that the high productivity authors are often from high productivity institutions, such as U and C, showing that these institutions have achieved great success in attracting and cultivating high-level scholars’, and will help further enhance the academic strength and influence of these institutions in this field. On the contrary, the situation will be different. Although the high productivity institutions such as C1, C2, C3, I1, C4 and C5, etc. have published a large number of papers, but they lack of high productivity authors. It is not difficult to find that there are 6 high productivity institutions from China, accounting for 60% of the total number of high productivity institutions, but none of the high productivity authors are from China. And it is necessary for China with serious landslide disasters to strengthen the team building and improve the quality of academic research in this field.

Through the above analysis of authors and institutions with high productivity, the
spatial distribution of the number of publications in this field is further analyzed, the bibliometric tools V and S are adopted and the threshold of the number of publications is set to 10, so as to obtain the national clustering map shown in the upper right of Fig. 6. The circle node represents the country. The larger the node is, the greater the number of publications is. The connection between the nodes represents the cooperation between the countries. It can be found that five major national scientific research groups have been initially formed at present. For example, the cluster in orange is the largest national scientific research group, which consists of five countries, that is, China, USA, Canada, Switzerland and New Zealand. The total number of publications is 264, accounting for 31.32 % of the document sample database. Moreover, the cooperation relationship in this field is mainly reflected in the connection between national scientific research groups. The larger the national scientific research group is, the more frequent the cooperation with other groups is, and the lack of mutual cooperation between individual countries is not an individual phenomenon. For instance, Belgium, South Korea, Malaysia, etc. only cooperate with the countries in the cluster group, and the cooperation relationship is weak.

**Fig. 6.** Country or regional distribution.
In order to facilitate comparative analysis, the clustering map of the number of papers published by countries is added to the map of the number of papers published by countries generated by the WPS Office through knowledge mapping superposition. Fig. 6 shows that high productivity countries often play a leading role in national research groups, such as China and USA in the orange group, Italy in the purple group, India in the red group, UK and France in the blue group and Australia in the green group. The total number of papers published by China ranked first, which is consistent with the number of papers published by high productivity institutions calculated in Fig. 5(d). The fundamental reason is that China is a country with frequent landslide disasters. As these landslides often occur in high-elevation and hidden places, most of the newly discovered landslides are not included in the known landslide database. The research of Petley (2012) shows that the less developed countries often have enormous numbers of deaths, and these countries have little investment in this field due to the lack of corresponding resources. Therefore, it is necessary to carry out cooperative research on early identification of potential landslide hazards and increase research efforts to help most countries in the world improve their ability and level of landslide prevention and control.

3 Landslide Formation Factors and Data Acquisition

In order to explore the research on landslide formation factors, further screening was carried out in the document sample database to refine the documents with the keywords of “factor*”, and V was used to extract the keywords related to landslide formation factors. Keywords with an occurrence frequency of more than 5 times were selected to form a cloud map, as shown in Fig. 7. Each rectangular node represents a keyword. The larger the area of nodes is, the higher the occurrence frequency of keywords is. The connection line between nodes represents the correlation between the keywords. The shorter the connection line is, the closer the correlation between the keywords is.
Fig. 7. Keyword cloud map of landslide influencing factors: a) cluster of keywords, b) timeline of keywords.

The collinear function of keywords can be used for cluster analysis to figure out the research hotspots and their relationships in this field, as shown in Fig. 7(a). The cluster in red contains the most keywords, mainly involving landslide disaster factors, such as disaster-causing factors ("heavy rainfall"), disaster-pregnant environmental factors ("soil") and disaster-bearing object factors ("shallow landslide"). The cluster in green contains fewer
keywords than the cluster in red, which are mainly related to the early identification methods of potential landslide hazards, such as “model”, “auc”, “accuracy” and other high-frequency computational terms. The cluster in blue contains the fewest keywords, which are related to the early identification of landslides. For example, “China” represents the research area, and “field investigation” represents the monitoring methods. Generally, the keywords in Fig. 7 are important terms in landslide research, representing a hot topic in early landslide identification research.

Fig. 7(b) is another visual presentation mode of keyword cloud maps, which includes the information on the order of occurrence of keywords and also reflects the research progress in this field. Keywords such as “slope failure”, “change”, “use”, etc. occurred in 2016 or before, which was relatively early, while keywords including “model”, “order” and “threshold”, etc. roughly appeared in the same period, that is, around 2018. Seen from the total number of papers published in this field and the year in which the highly cited documents were generated, 2018 is a milestone year in this field, and the landslide research in the past few years after 2018 is worthy of special attention and in-depth analysis. A review of the past major landslide events suggests that the major landslides such as Xinmo (Intrieri et al. 2018), Baige (Wei et al. 2021), and Sedongpu (Chen et al. 2020), occurred from 2018 to 2019, and the huge landslide disasters have sparked a rapid increase in scholars’ attention to this field. Fig. 7(b) also indicates that keywords such as “China”, “prevention”, “heavy rainfall”, etc. appeared after 2020. Rainfall induced landslide is one of the most important and dangerous landslide types (Varnes et al. 1978). In recent years, with the frequent occurrence of rainstorm events, Chinese scholars have attached great importance to landslide prevention, and achieved continuous research achievements in this field.

Moreover, landslide data is vitally important for the analysis of landslide formation
reasons and even the early identification of potential landslide hazards. The website link of data acquisition has brought great convenience to researchers, but at present, only some links of data acquisition can be found sporadically in the previous documents. Therefore, this paper sorts out the link information of the main landslide data acquisition in this field, and the references of these data links are shown in Table 4. This paper first collates the integrated data (e.g., landslide inventory, InSAR data, Landsat Data, SRTM data, etc.), and then sorts them by the three elements of landslide formation, namely, disaster-causing factors, disaster-pregnant environment and disaster-bearing objects.

| Table 4 Data acquisition of potential factors for landslide hazards |
|---------------------|---------------------|---------------------|---------------------|
| **Description**     | **Website Name**    | **Data acquisition link** | **References**     |
| InSAR data (Sentinel-1) | ESA's Copernicus Earth Observation datacenter | https://scihub.copernicus.eu/ | Carlà et al. (2022) |
|                     |                      | https://scihub.copernicus.eu/gnss/#/home |                      |
| SRTM data           | CGIARCSI SRTM 90 m Database | http://www.cgiar-csi.org/ |                      |
|                     | Rainfall Recording and Analysis, Department of Agriculture Maharashtra State | https://maharain.maharashtra.gov.in/ | Patil and Panhalkar (2023) |
| Seismic data        | the SEISCOPE Consortium | https://seiscope2.osug.fr/ | Lavoue et al. (2021) |
|                     | the AlpArray Seismic Network | http://www.alparray.ethz.ch/en/home/ |                      |
| Topography data     | SRTM 90 m DEM resolution | http://srtm.csi.cgiar.org |                      |
There are many kinds of methods for early identification of potential landslide hazards, which can be divided into qualitative and quantitative methods according to the type of landslide inventory. The data by qualitative analysis is generally text data, focusing on whether the landslide deformation has qualitative changes, and the experience-based identification method is qualitative analysis. The information by quantitative analysis is often numerical data, with an emphasis on the deformation of landslide body, as well as the methods based on physical-mechanical mechanism. Meanwhile, they can be divided into traditional identification model and intelligent automatic identification model according to the identification means. For example, the above-mentioned methods belong to traditional identification models, and intelligent automation mainly achieves the early identification of potential landslide hazards by virtue of artificial intelligence. The development process of these typical methods is described separately as follows.
4.1 Experience-based qualitative assessment method

Due to complicated mechanisms of landslide formation, experience-based qualitative assessment methods are mainly used to determine the value of evaluation index by applying expert experience and professional knowledge and combining with mathematical analysis and theoretical analysis (Federico et al., 2012; Newcomen et al., 2015). Researchers often need to carry out a large number of field investigations to analyze the disaster-pregnant environmental characteristics such as topography, geology and distance to river in the research area, and evaluate whether there are characteristic conditions for potential landslide hazards based on the existing landslide data and their own knowledge and abilities. This method requires researchers to have a high degree of experience accumulation and professional background knowledge requirements, but the identification results may vary from individual to individual. In addition, the factors affecting landslide deformation are diversified, so it is difficult to find accurate index values to judge their impacts on landslide deformation, causing an imbalance in the accuracy of landslide identification results.

However, the experience-based qualitative assessment method has less requirements for basic data, and can be operated simply and efficiently, which is convenient for people to make some targeted achievements based on the actual situation of the research area, as shown in the typical cases in Table 5.

From Table 5, it is not difficult to find that it is problematic and challenging to implement the early identification method of potential landslide hazards by relying solely on researchers’ experience and judgment. In order to improve the effectiveness and applicability of such identification, other methods (e.g., determination method based on physical-mechanical mechanism, statistical probability model method and artificial intelligence method, etc.) and models of multiple methods are often combined to reduce the uncertainty of landslide prediction to a certain extent.
Table 5 Typical cases of empirical qualitative identification method.

<table>
<thead>
<tr>
<th>Study area</th>
<th>References</th>
<th>Question</th>
<th>Method</th>
<th>Limitations and Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>the Lishanyua landslide in southern China</td>
<td>Dongxin et al. (2022)</td>
<td>Relying on experience to select landslide velocity and acceleration threshold is a traditional approach of differential algorithm for landslide acceleration, which is prone to false positives</td>
<td>Combining conventional warning methods with critical sliding warning based on normalized tangent angle, and proposing a dynamic semi quantitative and semi empirical threshold determination method</td>
<td>The determination of the parameters of this method still depends on experience, and it is recommended to conduct future research on the internal physical mechanisms of landslides in conjunction</td>
</tr>
<tr>
<td>many rock slope in Australia</td>
<td>Tommaso et al. (2017)</td>
<td>The warning standards established based on empirical deduction of displacement or velocity thresholds are often too conservative</td>
<td>Adopting a new “review based” method to conduct statistical analysis on existing databases to determine the impending failure of rock slopes</td>
<td>The background information of the database is not comprehensive, lacks complete time series records, and is limited to slope velocity analysis for partial time. Suggest combining with similar databases for verification</td>
</tr>
<tr>
<td>the Hollin Hill Landslide Observatory in the UK</td>
<td>Whiteley et al. (2021)</td>
<td>The analysis results of the underground characteristic model of a single landslide obtained by Geoelectrical and seismic geophysical surveys are isolated, and the accuracy highly depends on experience and skills</td>
<td>Using an unsupervised machine learning form to classify geophysical data into cluster groups, aiming to compare borehole data and obtain slope scale ground models.</td>
<td>Single use of geophysical methods may have high uncertainty, and it is recommended to rely on prior or follow-up information to determine the root cause of anomalies</td>
</tr>
<tr>
<td>landslides in Papua New Guinea</td>
<td>Robbins (2018)</td>
<td>In areas with complex weather conditions, empirical identification models encounter difficulties because rainfall and landslides do not always have a causal relationship</td>
<td>Using TRMM Multi Satellite Analysis Product (TMPA) and Landslide Inventory to Solve the Critical Rainfall Problem of Landslides in Areas with Sparse Data</td>
<td>At present, the dataset can only provide a small landslide event feature for evaluation. It is recommended to identify rainfall event standards for certain triggering events</td>
</tr>
</tbody>
</table>

4.2 Physical methods

This method is to digitize the physical properties and external factors of the landslide itself, take the classical slope stability theory as the evaluation basis and adopt the methods of numerical simulation, indoor experiment and field investigation to accurately analyze the information of the research area (Mebrahtu et al., 2022). Although this method has the
advantages of rapidity and accuracy in early identification of single potential landslide hazard, it requires a large number of detailed and reliable data concerning terrain, geology, soil characteristics, which limits its use in a relatively large area. In recent decades, with the rapid development of remote sensing technology and large-scale finite element software, the stability analysis of landslide slopes with complex boundary and interface conditions has been realized (Hammah et al., 2007). Scholars have put forward appropriate research plans according to different types of research objects, and made a lot of contributions in the practice process, as shown in Table 6.

<table>
<thead>
<tr>
<th>References</th>
<th>Research object</th>
<th>Method</th>
<th>Main Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tanmoy et al. (2022)</td>
<td>Rainfall induced landslides</td>
<td>Numerical analysis of landslide mechanism using fluid solid coupling and comparison with on-site observation results</td>
<td>The necessity of conducting coupled flow deformation analysis based on conventional saturation stability analysis was determined, and the maximum cumulative rainfall in the study area was determined</td>
</tr>
<tr>
<td>Sunbul et al. (2018)</td>
<td>Earthquake-induced landslides</td>
<td>Using microstructure and finite element modeling of geotechnical engineering to determine the extent to which soil structure and elements contribute to the mechanism of landslides</td>
<td>Proposed a systematic evaluation method for earthquake induced landslide disasters and conducted long-term monitoring work to provide data for future research</td>
</tr>
<tr>
<td>Youssef et al. (2015)</td>
<td>Landslides triggered by human activities</td>
<td>Conduct on-site investigations to determine geological units and different structures along the road, use rock mass rating programs to determine rock mass characteristics, and identify key areas that affect instability</td>
<td>The impact of road cutting on landslides was studied, and the orientation of structural planes and rock mass strength parameters have a significant impact on the overall stability of protected objects</td>
</tr>
<tr>
<td>Du et al. (2021)</td>
<td>Landslide mass after engineering treatment</td>
<td>The response surface method and finite element method were used to identify the main controlling factors and deformation characteristics of topic deformation after engineering treatment, and the transformation mechanism of landslide failure mode was explored</td>
<td>Previous studies have mostly focused on the failure mechanism of landslides, and this article reveals the control factors and failure modes of landslides based on failure examples</td>
</tr>
<tr>
<td>Xiao et al. (2018)</td>
<td>reservoir landslide</td>
<td>Using the geometric shape and wave distribution of landslides as constraints, apply the Tsunami Squares method to simulate landslides and shock waves</td>
<td>The numerical results obtained by Tsunami Squares method can quickly view and simulate potential landslides</td>
</tr>
</tbody>
</table>
4.3 Method based on statistical probability model

This method analyzes the existing landslides as the statistical samples, obtains landslide information via GIS spatial analysis technology and mathematical model, and establishes the relationship between landslide influencing factors and inducing factors (rainfall, earthquake, human activities, etc.). Meanwhile, this method calculates the quantitative value of the disaster-prone area as the threshold value, compares with the evaluation units of the research area and speculates on the possible area and scale of landslide disasters based on the historical data of the disaster. The method based on the statistical probability model does not require accurate parameters, and the statistical method does not have obvious physical process of landslide deformation. The probability method can consider the physical process, and the probability distribution of parameter values can be input to quantify the reliability of the identification results (Salvatici et al., 2018). The movement pattern of landslides is significantly controlled by internal inhomogeneity and discontinuity (Zhang et al., 2018). Therefore, compared with the deterministic method based on physical-mechanical mechanism, this method is more suitable for early identification of regional potential landslide hazards. In recent decades, the development of probability models and statistical methods has greatly improved the performance of evaluation models used to measure the occurrence probability and deformation characteristics of potential landslide hazards (Corominas et al. 2014). Table 7 shows several common methods for calculating probability, which have their own advantages and disadvantages. The appropriate methods shall be selected according to the specific conditions, and attention shall be paid to the definition, nature and application of probability to avoid wrong calculation results.

<table>
<thead>
<tr>
<th>Typical methods</th>
<th>Advantage</th>
<th>disadvantage</th>
<th>References</th>
<th>summarize experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy Mathematics</td>
<td>Accurate mathematical language can be used to</td>
<td>The design of the plan lacks</td>
<td>Xie et al. (2013)</td>
<td>Adopting the principle of two-level fuzzy</td>
</tr>
</tbody>
</table>
Method | describe the characteristics of landslide deformation, which is suitable for dealing with the uncertainty of landslide recognition | systematicity, and the identification is subjective, and the accuracy depends on the amount of landslide data | comprehensive evaluation, the landslide influencing factors are graded from high to low, resulting in more accurate evaluation results |
---|---|---|---|
Monte Carlo method | Suitable for problems that are difficult or even impossible to solve using analytical methods, recognition errors are independent of dimensionality, and there is no need to discretize continuity problems | It is necessary to convert certainty into randomness, and the calculation steps are quite cumbersome | The diffusion angle is used to describe the propagation process of landslides. The larger the diffusion angle, the more iterations MC simulation takes |
Bayesian method | Statistical methods for determining whether two population means are equal | Require a large amount of repeated observation data | Robbins (2016) |
Weight of Evidence | It can improve the predictive performance of the model, improve class comprehension, and directly compare the values within the independent variable | Only considering the recognition ability of landslide hazards, the monotonic variation of eigenvalues | Kumar and anbalagan 2019 |
logistic regression | Suitable for classification scenarios, easy to calculate, without assuming data distribution in advance | Low classification accuracy, underfitting, and missing data features | Budimir et al. (2015) |

4.4 Intelligent automatic identification method of the model

Taking the document sample database as the basis and the “artificial intelligence”, “machine learning” and “deep learning” as search terms, the documents concerning artificial intelligence, machine learning and deep learning in this field are further extracted. The occurrence frequency of these keywords in the documents is displayed in the form of a word cloud to realize the visualized analysis of intelligent automatic identification model in the research field of this paper, as shown in Fig. 8. The outer contour shape of the word cloud represents the first letters “AI”, “ML” and “DL” of artificial intelligence, machine learning and deep learning. The higher the frequency of the keyword is, the greater the occupied area is, and the more obvious it shows on the map.
Fig. 8. Intelligent automatic recognition model word cloud map.

From Fig. 8, it can be seen that the AI related keywords are dispersedly distributed, indicating that the research on documents directly related to AI in this field is not sufficient. Although AI made a breakthrough in the initial development stage, which turned out to be higher than expected, it slowly entered in the trough of the development due to the lack of computing power and theory. AI did not start a new round of application and development until its ML began to appear in this field. In Fig. 8, ML displays the densest and non-repetitive keywords, and the reference parameters are significantly enriched, showing that ML has promoted the vigorous development of this field. The ML method is often a good supplement to traditional empirical and statistical methods, and it is also a main quantitative analysis method with high accuracy. However, at least 80% of ML is data preprocessing work (Ma et al., 2021), and the performance of the ML method depends on data quality. The landslide data is often hard to be obtained in real time, which greatly affects the identification accuracy of the ML model (Cao et al., 2022). For example, noise and outliers have a significant impact on the accuracy of pixel-based methods, so a significant number of parameters need to be adjusted (Sameen and Pradhan et al. 2019).
of ML, DL can effectively process big data and simplify data preprocessing steps, and its emergence has inspired the construction of intelligent automatic identification models. In recent years, people have become increasingly interested in methods of intelligent automatic identification models, and frequently published the research documents on early identification of landslides by ML and its derivative method (such as DL). For early identification of potential landslide hazards, it is first necessary to build a training sample database for landslide distribution, which can be divided into positive samples (landslide point) and negative samples (non-landslide point). Then, the feature extraction automation is realized in the DL-based training process, the input data is directly sent to the ANN, and the specific features of these data are learned hierarchically in each network. Finally, the specific features are associated with labels, categories, and decisions (Tehrani et al., 2022). Lu et al. (2023) designed a semantic segmentation model with dual encoder architecture and feature fusion functions, which can represent the in-depth features of optical bands and DEM data by levels to predict landslides. There are many factors affecting the formation of landslides, such as slope, elevation, formation lithology, etc., which means that there are many parameters available for model selection, and there is a certain correlation between the parameters. At present, a unified model parameter calibration system has not yet been formed, and targeted choices need to be made based on the actual situation and application scenarios of the research area. The principles of parameter selection are closely related to the formation mechanism of landslides or the environmental characteristics of danger-hidden areas, all of which are practicable (Wang et al., 2020). The performance of the ML model method is usually evaluated according to the existing landslide inventory, and various indicators are determined based on the area under the ROC curve and confusion matrix. In recent studies, Sevgen et al. (2019) has evaluated the model performance by introducing photogrammetry database before and after landslide events. In general, different documents have significant
differences in data samples, parameter calibration, model robustness and generalization, so it is very important to select appropriate ML model methods for early identification research of landslides.

4.5 Fusion method of the model

The fusion model that combines two or more models is used for early identification of potential landslide hazards through selecting landslide samples, screening landslide deformation characteristics, extracting disaster-causing factors and other processes. It synthesizes the advantages of all models, and can effectively improve the accuracy of accelerated deformation identification of landslides. Bibliometric analysis shows that 44 documents on fusion models have been applied in this field, most of which are concentrated in the past five years. The main forms of the fusion model include coupling model of multiple physical methods, coupling model of statistical method-deep learning and coupling model of deterministic coefficient-DNN, etc. The specific promotion and application examples are shown in Table 8.

<table>
<thead>
<tr>
<th>References</th>
<th>Integration method</th>
<th>Function</th>
<th>Research objective</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yue et al. (2018)</td>
<td>the Newmark model</td>
<td>Permanent displacement used to identify potential landslide areas</td>
<td>Determine the impact of landslides caused by earthquakes on roads</td>
<td>Used to analyze the probability of earthquake landslides, simulate the movement trajectory of dangerous rock masses, and identify the danger of landslides along roads and other routes. The simulation results are highly consistent with known results</td>
</tr>
<tr>
<td></td>
<td>the RockFall Analyst model</td>
<td>Simulate the possible impact of mass movement on roads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do Minh et al. (2022)</td>
<td>statistical models</td>
<td>the five Landslide Susceptibility Index (LSI) maps were established</td>
<td>Establishing a large-scale regional landslide sensitivity zoning map</td>
<td>The output of the fusion model has good predictive ability and is not significantly different from published research</td>
</tr>
<tr>
<td></td>
<td>machine learning models</td>
<td>Creating Landslide Sensitivity Maps</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Ma et al. (2023) determined the weights of various landslide condition factors to analyze the correlation between each factor and landslide occurrence. The coefficient of determination method (CF) was used to establish a regional landslide spatial database and analyze the main influencing factors of landslides. Using the confusion matrix to evaluate the accuracy of three methods, it was found that CF-DNN is more suitable for evaluating the landslide susceptibility in the region.

Lin et al. (2023) used a convolutional neural network (CNN) model to extract local features of data, and a bidirectional long short-term memory network (BiLSTM) model to analyze the defect of neglecting random displacement in traditional landslide displacement models. They constructed a CNN BiLSTM fusion model, extracting the spatiotemporal features of landslide displacement prediction data, and testing results show that it can be promoted in landslide prone areas.

5 Discussion and research trends

Through the analysis of previous chapters, it is found that the field has the characteristics of not close cooperation, large amount of data, and diversified early identification methods. In this section, the four aspects including cooperation analysis, multi-source data, topic analysis, and research trends are further analyzed and discussed by combining with the document sample database and relying on CiteSpace software.

5.1. Cooperation analysis: discrete nodes and unformed core groups

The data of the sample database can clearly indicate that there are few cases in which a paper is completed by an independent author, and most of the papers are co-signed by multiple authors and institutions. The number of authors and institutions in a paper is gradually increasing over time, indicating that the awareness of cooperation among scholars in this field is gradually increasing. The collaborative relationships between interrelated authors and institutions can be explored based on knowledge graph technology (Yu et al., 2021a). The further analysis requires to import the data in the document sample database into CiteSpace software in a “download_*.txt” format, set the time span to 1971-2023 and select
the nodes as “Author” and “Institution”, so as to obtain visualized maps of the cooperation network of authors and institutions, as shown in Fig. 9. Each node represents an author or institution, and a color block represents a group. The nearer the distance between color blocks is, the closer the cooperation between the research groups is. On the whole, both authors and institutions cooperate in a form of small-scale groups. The location distribution of the map spot is relatively discrete, and no obvious core group has been formed. This shows that the research in this field is relatively independent, but the foreign academic cooperation is weak. It is suggested that researchers should break through barriers of the research group, seek more extensive cooperation and get more ideas on early identification of potential landslide hazards from different perspectives according to their research interests.

![Network of cooperation](image)

**Fig. 9.** Network of cooperation: a) author cooperation, b) institutional cooperation.

5.2. *Multi-source data: inherent defects and insufficient fusion*

The multi-source data plays an indispensable role in the research on early identification of potential landslide hazards (Juang et al., 2019; Nappo et al., 2019). In Section 3, by sorting out the data to obtain links, it is found that there is a wide range of data sources suitable for early identification of potential landslide hazards. However, these multi-source data often have inherent defects in their quality, such as strong periodic fluctuation, multiple outliers, and different sampling frequencies (Qian et al., 2023), which seriously restricts the
application of landslide identification methods and the improvement of identification accuracy (Chen et al., 2021). This section extracts documents related to data from the document sample database for visualized analysis, and classifies the similar landslide data documents automatically by LLR (logarithmic likelihood test) clustering analysis algorithm to get a total of 43 clusters. The cluster name is determined by the keywords related to landslide data. To identify the internal structure of clusters and the connections between multi-source data more clearly, the first 17 cluster information was extracted as the main analysis content, as shown in Fig. 10, from which it can be seen that the distribution of each cluster of the multi-source data is discrete, and the connection between the data is not obvious. Different identification methods often have great differences in the selection of data samples and influencing factors (Achour et al., 2019; Kalantar et al., 2018; Lu et al., 2020). Optimizing data quality and integrating multi-source data are the key to improving model robustness and application. For example, spatial analysis and average regional statistics are made to form the attribute fusion data sets of landslide disaster deformation concentration areas to improve the applicability of data (Zheng et al., 2021). Alternatively, the discretized multi-source data can be quantified and grouped, and external factors influencing data and landslide displacement response data can be integrated to identify potential landslide hazards through trend sequence models and sensitive state models (Liu et al., 2020).

Fig. 10. Knowledge graph of multiple source data.
5.3. Topic analysis: complex contents and diversified clusters

The collinear network knowledge map of all keywords in the data sample database can be obtained by running CiteSpace software and selecting collinear analysis functions of keywords. A total of 1071 nodes has been formed in the map, and there are 5,777 connection lines, with a density of 0.0101. The clustering information module value Modularity Q=0.6064 (>0.3), indicating that the clustering community structure is significant. The map contour coefficient Weighted Mean Silhouette S=0.8365 (>0.5), showing that the overall homogeneity of this cluster is high and credible. The “keywords” is selected as the cluster analysis source, and the LLR algorithm is used to obtain a total of 46 clusters. The top 11 cluster maps are selected for visualized analysis according to relevance, as shown in Fig. 11. Each cluster is composed of several closely-related keywords. The larger the cluster number is, the more keywords the cluster contains. As the largest cluster, “synthetic aperture radar” is located at the center of the cluster, suggesting that this topic deserves attention.

Fig. 11. Keyword clustering analysis graph.
5.4. Research trend: simplified-to-diversified trend

The mutation detection was conducted for keywords occurred from 1971 to 2023 to reflect the research process and development trend in this field. The “Burstterms” function in CiteSpace software was run to get a total of 25 keywords with the maximum burst strength in this field, as shown in Fig. 12.

### Top 25 Keywords with the Strongest Citation Bursts

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Year Begin</th>
<th>Year End</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
</tr>
</thead>
<tbody>
<tr>
<td>geomorphology</td>
<td>1986</td>
<td>19862013</td>
<td>7.24</td>
<td>1986</td>
<td>2013</td>
</tr>
<tr>
<td>europe</td>
<td>2004</td>
<td>20042009</td>
<td>7.74</td>
<td>2004</td>
<td>2009</td>
</tr>
<tr>
<td>slope failure</td>
<td>2006</td>
<td>20062010</td>
<td>4.65</td>
<td>2006</td>
<td>2010</td>
</tr>
<tr>
<td>hazard</td>
<td>2010</td>
<td>20102014</td>
<td>4.3</td>
<td>2010</td>
<td>2014</td>
</tr>
<tr>
<td>monitoring</td>
<td>2012</td>
<td>20122014</td>
<td>8.77</td>
<td>2012</td>
<td>2014</td>
</tr>
<tr>
<td>slope protection</td>
<td>2012</td>
<td>20122015</td>
<td>6.07</td>
<td>2012</td>
<td>2015</td>
</tr>
<tr>
<td>risk management</td>
<td>2012</td>
<td>20122014</td>
<td>5.24</td>
<td>2012</td>
<td>2014</td>
</tr>
<tr>
<td>shallow landslides</td>
<td>2014</td>
<td>20142019</td>
<td>5.36</td>
<td>2014</td>
<td>2019</td>
</tr>
<tr>
<td>duration control</td>
<td>2010</td>
<td>20102019</td>
<td>7.45</td>
<td>2010</td>
<td>2019</td>
</tr>
<tr>
<td>intensity</td>
<td>2010</td>
<td>20102019</td>
<td>6.29</td>
<td>2010</td>
<td>2019</td>
</tr>
<tr>
<td>hazard assessment</td>
<td>2011</td>
<td>20112017</td>
<td>4.57</td>
<td>2011</td>
<td>2017</td>
</tr>
<tr>
<td>rainfall thresholds</td>
<td>2013</td>
<td>20132019</td>
<td>4.6</td>
<td>2013</td>
<td>2019</td>
</tr>
<tr>
<td>identification</td>
<td>2017</td>
<td>20172019</td>
<td>6.66</td>
<td>2017</td>
<td>2019</td>
</tr>
<tr>
<td>prediction</td>
<td>2017</td>
<td>20172021</td>
<td>5.81</td>
<td>2017</td>
<td>2021</td>
</tr>
<tr>
<td>model</td>
<td>2017</td>
<td>20172021</td>
<td>4.77</td>
<td>2017</td>
<td>2021</td>
</tr>
<tr>
<td>synthetic aperture radar</td>
<td>2012</td>
<td>20122023</td>
<td>6.36</td>
<td>2012</td>
<td>2023</td>
</tr>
<tr>
<td>failure mechanism</td>
<td>2020</td>
<td>20202023</td>
<td>5.59</td>
<td>2020</td>
<td>2023</td>
</tr>
<tr>
<td>topography</td>
<td>2020</td>
<td>20202023</td>
<td>5</td>
<td>2020</td>
<td>2023</td>
</tr>
<tr>
<td>deformation characteristics</td>
<td>2020</td>
<td>20202021</td>
<td>4.66</td>
<td>2020</td>
<td>2021</td>
</tr>
<tr>
<td>early identification</td>
<td>2021</td>
<td>20212023</td>
<td>6.54</td>
<td>2021</td>
<td>2023</td>
</tr>
<tr>
<td>time series analysis</td>
<td>2021</td>
<td>20212023</td>
<td>5.22</td>
<td>2021</td>
<td>2023</td>
</tr>
<tr>
<td>failure</td>
<td>2011</td>
<td>20112023</td>
<td>4.94</td>
<td>2011</td>
<td>2023</td>
</tr>
<tr>
<td>sichuan</td>
<td>2018</td>
<td>20182023</td>
<td>4.45</td>
<td>2018</td>
<td>2023</td>
</tr>
</tbody>
</table>

Fig. 12. Keywords with citation bursts.

The “Strength” column represents the burst strength of the keyword, and can also be understood as the quantized value of the influence of the keyword in this field. The blue segment represents the timeline, while the red segment represents the duration of occurrence of the keyword. As one of the earliest keywords, “geomorphology” has the longest duration of 27 years, lasting from 1983 to 2013, which indicates that this field focuses on the factors of landslide formation from the perspective of disaster-pregnant environment. The keyword “monitoring” has the maximum burst strength of 8.77, meaning that the reference of documents related to landslide monitoring may help find out innovative academic viewpoints.
and the landslide monitoring is also a hot topic for scholars. The latest 6 keywords such as “synthetic aperture radar”, “failure mechanism”, “topography”, “time series analysis failure” and “Sichuan” show the research trends in this field, which will be the focus of future research in this field. It is also suggested that the future research in this field will include more disciplinary contents, and a single method is difficult to solve complex problems such as nonlinear correlation analysis of influencing factors, multi-source heterogeneous data fusion, massive landslide information processing, etc. The transition from simplification to diversification is an inevitable trend in the development of this field, and scholars may integrate multiple identification methods to carry out related research.

Fig. 13 shows a timeline view of co cited references, describing the development and evolution of the cited references over time in each cluster. The nodes represent different collinear keywords, the link lines between nodes represent collaborative relationships, and their thickness represents the strength of the links (Yu et al., 2017). The duration of 0#, “synthetic aperture radar (SAR)” is relatively long, and the distribution is the most dense node, indicating that SAR is the focus of current research and will continue to be active in the future. Furthermore, it is worth noting that 8#, “monitoring” is one of the latest clusters, indicating that landslide monitoring is an emerging research topic in recent years.

Fig. 13. Timeline view for document co-citation clusters.
Although this article identifies future development trends (Yu et al., 2021b), research in this field still faces many challenges, such as uncertainty in data sources, diversity of influencing factors, and immature identification methods. Therefore, it is necessary to continuously update the literature database and keep track of the field (Yu et al., 2022).

6 Conclusions

The research on early identification of potential landslide hazards is a very important and complex problem, facing with great challenges now and in the future. In the past 30 years, many researchers have made continuous contributions and formed a rich document basis in this field. The conclusion drawn from this article is as follows:

(1) The number of documents published: Three stages (1971-1995 is the embryonic period, 1996-2008 is the slow development period and 2009-2023 is the rapid development period) can be roughly divided, which shows an exponential growth trend over time on the whole. The most influential journal is “LANDSLIDES”. “Samuele Segoni” is not only an author with the highest productivity, but also a highly cited author. As the institution with the highest number of publications, “CHINESE ACADEMY OF SCIENCES” is ranked as a high productivity institution together with other 5 institutions from China.

(2) Factors and data: There are many factors affecting the formation of landslides. The “heavy rainfall”, “soil”, “shallow landslide” and other keywords are important factors. 2018 is a turning point in this research field, and more attention will be paid to the research of heavy rainfall in the future. The data acquisition links related to the early identification of landslides are sorted out. At present, these websites can be accessed. If you want to know more information during use, you can view it by referring to the documents mentioned in this paper.

(3) Early identification methods: Through exemplifying 5 main methods and making document analysis, it is found that the empirical qualitative method mainly depends on the experience and professional knowledge of researchers, so it is hard to guarantee the accuracy.
Although the physical determination method is very accurate, it can only be used on a small scale. The statistical probability method has obvious advantages in solving the uncertainty problem, but it has a large amount of computation and low identification efficiency. The intelligent model can address complex problems that are difficult to be solved by traditional methods, but it is difficult to be popularized due to its cumbersome modeling process. The fusion model synthesizes the advantages of the above four methods and will become the most promising method in the field of early identification of potential landslide hazards.

(4) Others: Most of the authors and institutions only cooperate in the form of research groups, and they lack foreign exchanges and cooperation. The multi-source landslide data has inherent defects and is difficult to be fused, therefore scholars use new methods like machine learning to improve data quality and meet scientific research needs through quantification, classification, and database establishment. The cluster analysis shows that the number of clusters in this field is as high as 46, and the largest cluster is “synthetic aperture radar”, indicating that landslide monitoring has always been the key topic for scholars.

(5) Trends: From the keyword mutation analysis, it is understood that the research focus in the future involves multiple disciplines, and the transition of corresponding research methods and modes from simplification to diversification is the future trend. This article attempts for the first time to use a timeline view to track the evolutionary patterns in this field, identify future research trends, and provide a dynamic analysis perspective as a reference for early landslide identification research.

In general, this paper systematically reviews the research process and hotspots in this field from the perspective of bibliometrics. These panoramic results will help researchers quickly understand the field, save time and reduce research costs. In the future, the real-time update of the document database can lay a foundation for further tracking the research frontiers in this field.
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