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Abstract. Flash floods are frequent and devastating natural disasters in small mountainous river basins worldwide, causing 

significant harm to people, infrastructure, and property. Flash flood susceptibility mapping is a crucial tool for damage 10 

prevention and reduction. This study is focused on the creation of flash flood susceptibility maps in a mountainous region in 

northern Vietnam. We enhanced the performance of robust machine learning models, including Support Vector Machines 

(SVM), Random Forests (RF), and XGBoost (XGB), by applying advanced optimization techniques such as Particle Swarm 

Optimization (PSO) and Genetic Algorithms (GA). These models were developed based on 14 key factors, including elevation, 

slope, aspect, curvature, topographic wetness index (TWI), stream power index (SPI), flow accumulation, river density, 15 

distance to the river, NDVI, land use/land cover (LULC), rainfall, soil type, geology, and 412 flood inventory points. Nine 

models were tested, including three standalone ML algorithms (SVM, RF, XGB), three ensemble models optimized with PSO 

(PSO-SVM, PSO-RF, PSO-XGB), and three optimized with GA (GA-SVM, GA-RF, GA-XGB). The results indicated that 

ensemble models outperformed standalone ones, with the PSO-XGB, GA-XGB, and GA-RF models exhibiting outstanding 

performance, achieving accuracy rates of 0.939, 0.927, and 0.933, along with remarkable AUC-ROC scores of 0.957, 0.968, 20 

and 0.977, respectively. This innovative study introduces a novel set of associative models, contributing significantly to the 

advancement of flood prediction techniques. The methodology holds applicability for various regions characterized by similar 

topographical and climatic attributes. Furthermore, enhancing the precision of flood forecasting contributes to the formulation 

of mitigation strategies by municipal authorities to mitigate prospective flood-related impacts. 

Keywords: Flash flood; optimize ML models; PSO, GA, Vietnam 25 

1 Introduction 

A flash flood is defined as a short, abrupt, and high-volume local flood, occurring within a limited timeframe, typically less 

than six hours, and precipitated by intense rainfall, rapid snowmelt due to temperature fluctuations or rain on snow, as well as 

the abrupt discharge of water resulting from dam breaches, levee collapses, or obstructions caused by ice jams (WMO and 

GWP, 2012). A flashflood involves a rapid surge in river and stream water levels, often accompanied by high flow speeds and 30 
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significant debris accumulation, with the force of the flood capable of dislodging boulders, uprooting trees, and demolishing 

structures in its course (WMO, 2007). Flash floods induce erosional processes, leaching, and landslides, leading to rocky 

mudflows characterized by exceptionally high velocities, causing substantial destruction within mountainous regions and 

valley environments. These events are primarily prevalent in elevated terrains characterized by steep slopes, significantly 

harming human populations and infrastructure (Sˇpitalar et al., 2014). Being among the most typhoon-prone nations in Asia, 35 

Vietnam has become especially susceptible to the threats of typhoon-driven flooding (Nguyen et al., 2019). According to the 

report of the Department of Natural Disaster Prevention and Control of Vietnam (DNDPC, 2019), flash floods have been 

documented across most of the country's mountainous and midland regions. Over the period spanning from 2000 to the present, 

an annual average of 15 to 16 flash flood events has been recorded, resulting in substantial harm to human lives, residential 

structures, critical infrastructure, and agricultural lands. 40 

Forecasting and early warning of flash floods is a key component of risk reduction strategies used in flood management.  

However, despite recent developments in measurement, forecasting, and nowcasting methodologies, hydrologists and 

meteorologists claim that it is now possible to accurately predict the location and timing of flood events just one hour before 

they occur (Braud et al., 2018; Collier, 2007). This suggests that the current predictive methods might not account for all types 

of flash floods, particularly those brought on by anthropogenic or natural infrastructure failures, making it difficult to provide 45 

accurate and timely warnings in all circumstances. Moreover, flash floods are common in modest mountainous catchments 

characterized by a deficiency in hydrological measurements and observational data. This paucity of information presents 

difficulties in conducting precise hydraulic simulations for flash flood prediction (Braud et al., 2018). Consequently, the 

creation of flash flood susceptibility maps has emerged as a viable and supplementary strategy to inform decision-making 

procedures, encompassing zoning regulations, infrastructure expansion, and evacuation strategies, aiming to ameliorate flash 50 

flood consequences and reinforce resilience in regions prone to flooding. 

In contemporary times, there has been a notable surge in the utilization of Remote Sensing (RS) and Geographic Information 

Systems (GIS) for the development of hazard and flood susceptibility maps (Chapi et al., 2017; Dao and Liou, 2015; Wang et 

al., 2022). These maps are constructed based on forecasting flash flood likelihood, which is accomplished by identifying the 

relationship between historical flood occurrences and influential variables. Typically, this relationship is elucidated through a 55 

combination of subjective and numerical methodologies (Tien Bui et al., 2019). Subjective approaches normally depend on 

the knowledge and insights of domain specialists, like Analytic Hierarchy Process (AHP) (Liou et al., 2017; Nachappa et al., 

2020) or Fuzzy logic (Costache et al., 2020). Numerical methodologies include statistical approaches like the Frequency Ratio 

(FR) technique (Cao et al., 2016) or Weight of Evidence (WoE) (Costache et al., 2020). In recent years, Machine Learning 

(ML) techniques have drawn a lot of interest and broader utilization in the field of flood prediction. 60 

Recent studies have underscored the effectiveness of ML models in delineating regions prone to flooding. Well-established 

machine learning algorithms have been widely employed and have demonstrated encouraging outcomes, including Support 

Vector Machines (SVM) (Madhuri et al., 2021; Roy et al., 2020), Naïve Bayes (Chen et al., 2020), Random Forests (RF) (Vinh 

and Liou, 2024), Adaptive Neuro-Fuzzy Inference Systems (ANFIS) (Arora et al., 2021; Nguyen, 2023), and XGBoost (Abedi 
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et al., 2021; Zhang et al., 2019). Comparative evaluations have revealed that ML-based techniques surpass subjective methods, 65 

like AHP and Fuzzy Logic, as well as statistical approaches, including FR and WoE, in terms of flood prediction accuracy. 

Floods and flash floods represent intricate hydrological phenomena influenced by multiple natural, environmental, and human 

factors. Consequently, enhancing prediction accuracy necessitates the utilization of nonlinear and dynamic predictive models. 

Striving towards applying ML and hybrid ML models has yielded promising outcomes. One commonly employed technique 

for hybridizing ML involves optimizing algorithms to fine-tune the model's hyperparameters. Prominent optimization 70 

strategies, including Genetic Algorithms (GA) (Linh et al., 2022), Particle Swarm Optimization (PSO)  (Bui et al., 2020; 

Razavi et al., 2018), Gradient-Based Optimizers (GBO) (Nguyen, 2023), and Differential Evolution (DE) (Nguyen, 2023), 

have been incorporated into these hybrid frameworks, yielding heightened accuracy in the domain of flood prediction. 

The prevailing optimization techniques frequently employed are PSO and GA. As of October 2020, PSO and GA collectively 

constitute 78.77% of the nature-inspired optimization algorithms (NIOAs) utilized in research articles accessible within the 75 

WOS and Scopus databases (Wang et al., 2021). Overall, their global search capabilities, adaptability, versatility, and 

suitability for non-linear and high-dimensional optimization problems make PSO and GA popular choices for optimizing ML 

algorithms. Researchers often select these methods when seeking to enhance the performance of ML models in various 

applications. 

Numerous endeavors in hydrology have focused on hybridizing ML methodologies, particularly concerning flood prediction. 80 

Nevertheless, the prevailing approach in these investigations is either employing a single optimization algorithm across various 

ML algorithms or utilizing multiple optimization algorithms for a single ML algorithm. In this research, our primary objective 

is to synergistically integrate PSO and GA with three robust ML algorithms, specifically SVM, RF, and XGB. The aim is to 

engineer hybrid models characterized by exceptional performance and an elevated capacity to forecast the onset of flash floods 

in the Song Ma district of the mountainous northern region of Vietnam. It is important to note that this study represents a 85 

pioneering effort in introducing a comprehensive suite of hybrid models, thus serving as a valuable complement to existing 

flood forecasting methodologies. By harnessing the combined strengths of these optimization techniques and ML algorithms, 

we aspire to significantly advance the accuracy and reliability of flash flood prediction within this geographically vulnerable 

area. 

2. Study region and dataset 90 

2.1 Study region 

The study was undertaken within the locale of Song Ma, situated in the mountainous region of Vietnam northwestern sector 

(Figure 1). Encompassing an area of about 1640 square kilometres, the study site exhibits an elevation range from 300 meters 

to 1300 meters above sea level, characterized by an intricate topography featuring elevated mountain chains intertwined with 

valleys, rivers, and streams. An annual recurrence of floods and flash floods transpires from June to August, yielding 95 

considerable detriment to infrastructure, assets, and human lives. A particularly noteworthy occurrence transpired in September 
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1975 as a historic flash flood, leading to the substantial devastation of road and bridge networks, agricultural land being 

subjected to landslides and inundation, and swept of numerous residential structures. The resultant traffic disruption reached 

a near-complete standstill, necessitating aircraft deployment to distribute relief provisions to the local populace. Given the 

recurrent prevalence of flash floods, the Song Ma district emerges as a suitable and rational research domain for investigating 100 

the susceptibility to flash flood occurrences. 

 

 

Figure 1: Location of the study area and flood inventory data 

2.2 Inventory data on flash floods 105 

The study used flash flood history data acquired from the Vietnam Disaster Management Authority (VDMA), complemented 

by field research conducted by the Vietnam Academy for Water Resources (VAWR). Encompassing the study region are a 

cumulative 412 sites associated with flash floods that transpired from 2001 to 2018. An equivalent set of 412 locations devoid 
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of flash floods was randomly designated to establish a binary classification model for flood events, ensuring methodological 

consistency and precision. Within this context, the non-flood locations were ascribed a numerical value of 0, whereas the flood 110 

locations were designated a value of 1. Afterwards, the 824 flood history sites were partitioned into a 70% subset for training 

and a 30% subset for testing, thereby serving as the input data for the proposed machine learning algorithms (Figure 1). 

2.3 Factors influencing flash floods 

The identification of flood-influencing factors constitutes a fundamental prerequisite for the creation of flood susceptibility 

maps. In research within a designated study area, determining influential factors is frequently based on prior inquiries, where 115 

significant variables are discerned owing to the unique geographical and environmental attributes that exhibit variation among 

different regions (Tehrany et al., 2019). These factors in our study were elevation, aspect, slope, curvature, stream density, 

distance to river, flow accumulation, topographic wetness index (TWI), stream power index (SPI), rainfall, LULC, and 

Normalized Difference Vegetation Index (NDVI). We used ArcGIS 10.5 to prepare the factors from different sources (Figure 

1 and Table 1). 120 

Physical factors related to the topographic surface, including elevation, slope, aspect, curvature, TWI, SPI, stream density, and 

distance to river, directly affect flood flows. Elevation exerts a significant influence on water retention capacity, and regions 

situated at lower elevations are inherently more susceptible to experiencing flood events. Slope dictates water movement from 

higher to lower elevations, thereby playing a pivotal role in the genesis of flooded areas. Aspect affects soil moisture, 

infiltration, and local climate conditions. The curvature assesses how the water is distributed across the surface. The SPI is a 125 

measure of the stability of the terrain and the possibility for stream erosion. Meanwhile, TWI indicates the gravity downward 

movement of water and makes it possible to estimate where water will accumulate (Moore et al., 1991). Stream density 

influences the capacity for runoff, the storage within floodplains, and the susceptibility to channel obstructions, thereby 

ultimately affecting the probability and level of flooding at a certain location. Flow accumulation is indicative of the 

aggregation of water from numerous contributing cells or regions within a watershed. Greater flow accumulation corresponds 130 

to a larger potential volume of water capable of contributing to flooding events (Santos et al., 2019). The distance to the river 

plays a crucial role in the propagation of floods. Close proximity to watercourses is frequently linked to heightened 

vulnerability to flooding, as water exceeds the natural boundaries of the riverbanks. These nine factors were extracted from 

the digital elevation model (DEM) in ArcGIS. We obtained a 10 * 10 m resolution DEM from a contour line map of 1:10,000 

scale provided by the Ministry of Natural Resources and Environment of Vietnam (MONRE). 135 

Rainfall, specifically intense or extended rain, assumes a pivotal role in the susceptibility of floods, as it can lead to heightened 

runoff, elevated water levels in river systems, and, consequently, an augmented probability of flooding occurrence within 

vulnerable regions. Here, we generated a spatial map representing rainfall distribution for the three peak months of the year, 

namely June, July, and August. The rainfall dataset was collected from a network of 11 rain gauge stations spanning 53 years 

from 1970 to 2022. 140 
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Soil type directly correlates with vulnerability to flooding, as it governs both the capacity for water infiltration and the terrain's 

permeability (Costache et al., 2020). Soil type with infiltration capacities have enhanced potential to absorb and retain water, 

thereby reducing the probability of flooding. Similarly, geology characteristics influence flood risk by influencing surface 

runoff patterns, permeability, and groundwater storage (Panahi et al., 2021). Places where the geology is impermeable  

are more prone to heightened flood susceptibility, whereas lithology with greater permeability can facilitate efficient water 145 

drainage, reducing flooding risks. Data on soil type and geology were taken from the digital maps at a scale of 1:100,000 

provided by the Ministry of Agriculture and Rural Development of Vietnam (MARD) and the MONRE, respectively. 

 LULC significantly influences flood susceptibility through its impact on various hydrological factors (Talukdar et al., 2020). 

The nature of LULC in a region affects surface runoff, infiltration rates, drainage patterns, and the capacity for water storage 

(Razavi et al., 2018). Natural land covers, such as forests and wetlands, often have better infiltration rates and act as buffers 150 

against excessive runoff. In contrast, urban areas with impervious surfaces increase surface runoff, potentially overwhelming 

drainage systems and leading to localized flooding. Moreover, changes to natural drainage patterns and modifications in river 

courses can disrupt the natural flow of water, further contributing to flood susceptibility. The type and arrangement of land 

use directly shape the hydrological response of an area and play a crucial role in determining the likelihood and severity of 

flooding events. Here, LULC (2017) was extracted from the 1:10,000 scale digital maps provided by MONRE. 155 

The NDVI exhibits a robust correlation with the occurrence of flash floods (Dodangeh et al., 2020). High NDVI values 

consistently signify a greater quantity of vegetation cover, facilitating improved soil infiltration capacities and reduced surface 

runoff, consequently lowering the likelihood of flash floods (Shafizadeh et al., 2018). Conversely, low NDVI values signify 

sparse vegetation or unvegetated land, resulting in diminished water absorption capabilities and increased susceptibility to 

surface runoff, heightening the risk of flash flood incidents. In this study, NDVI was extracted from Sentinel 2 satellite images. 160 

Sentinel 2 images with a cloud ratio lower than 5% were composited, and the median value for the whole year of 2017 and 

calculated the NDVI on the GEE platform. 
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Figure 2: Flash flood influencing factors: (a) Elevation, (b) Aspect, (c) Slope, (d) Curvature, (e) Stream density, (f) Distance to river, 

(g) Flow accumulation, (h) TWI, (i) SPI, (j) Rainfall, (k) LULC, (l) NDVI, (m) Soil type, and (n) Geology 

 

Table 1. Sources and type of influencing factors 170 

Factors Type Derived from 
Resolution 

/scale 
Sources 

Elevation Raster DEM 10m MONRE 

Slope Raster DEM 10m MONRE 

Aspect Raster DEM 10m MONRE 

Curvature Raster DEM 10m MONRE 

TWI Raster DEM 10m MONRE 

SPI Raster DEM 10m MONRE 

Stream density Raster DEM 10m MONRE 

Distance to river Raster DEM 10m MONRE 

Flow accumulation Raster DEM 10m MONRE 

Rainfall Raster Rainfall gauges 10m CHIRPS 

Soil type Polygon Digital soil map 1:100,000 MARD 

Geology Polygon Digital lithology map 1:100,000 MONRE 

LULC Polygon Digital land cover map 1:10,000 MONRE 

NDVI Raster Sentinel 2 10m Copernicus 
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3. Methodology 

Our approach encompassed four steps: (i) input data preprocessing, (ii) Machine learning modeling, (iii) model evaluation, 

and (iv) flash flood susceptibility mapping (0) 

 175 

Figure 3: Methodology flowchart 

3.1. Input data preprocessing 

We acquired and treated unprocessed data, comprising Digital Elevation Model (DEM), land cover details, soil categorization, 

geological mappings, precipitation records, Sentinel 2 imagery, and historical flash flood archives. These datasets produced 

an inventory map and identified fourteen factors impacting flash floods. Before model development, the dataset underwent 180 

preprocessing steps, including assessing multicollinearity, normalization of variables, and division into training (70%) and 

testing (30%) subsets. 

3.2 Machine learning modeling 

In the study, three well-established machine learning techniques known for their strong capability in predicting flash flood 

susceptibility, namely Support Vector Machine (SVM) (Roy et al., 2020), Random Forest (RF) (Abedi et al., 2021; Chen et 185 
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al., 2020), and Extreme Gradient Boosting (XGB) (Linh et al., 2022), were employed. To enhance the predictive power of 

each model, advanced optimization algorithms, including PSO and GA, were utilized to fine-tune the hyperparameters specific 

to each machine learning approach. GA and PSO were chosen because they are the most widely used optimization algorithms 

in scientific research, with a total annual publication of 2051 papers for GA and 1346 papers for PSO (Wang et al., 2021). The 

underlying operational principles of these methods are elaborated upon in the subsequent sections. 190 

3.2.1. Support Vector Machine (SVM) 

SVM represents a machine learning technique designed to discover the most suitable hyperplane for to separate data elements 

that belong to different classes. The process involves transforming the input data into a feature space with higher dimensions, 

where the SVM determines a hyperplane which optimally splits these categories. SVM is a flexible approach, proficient in 

addressing linear and non-linear classification challenges, facilitated by its utilization of diverse kernel functions (Boser et al., 195 

1992). The significance of SVM in flood susceptibility evaluation originates from its ability to manage non-linear associations 

and mitigate the risk of overfitting, rendering it an invaluable resource for studying and projecting flood-prone areas (Roy et 

al., 2020). 

3.2.2. Random Forest (RF) 

RF is a ML approach that utilizes a collection of decision trees to make predictions. It excels in handling large datasets, 200 

capturing complex relationships, and mitigating the risk of overfitting. The utilization of RF in evaluating and predicting 

regions prone to flooding has become increasingly popular (Abedi et al., 2021; Chen et al., 2020; Roy et al., 2020). Its 

effectiveness is notable due to its ability to incorporate various influential factors, handle non-linear relationships, and produce 

accurate and reliable results. By conducting thorough analyses of the inputs, RF allows for the recognition of critical parameters 

that significantly contribute to the vulnerability to floods. 205 

3.2.3. Extreme Gradient Boosting (XGB) 

 XGB is a potent ML algorithm extensively employed for for classifying and flood susceptibility applications. Its operation 

involves the sequential construction of a chain of decision trees, with every successive tree rectifying the errors introduced by 

its predecessors (Chen and Guestrin, 2016). XGB seeks to optimize a designated loss function to find the best divides that 

reduce the total forecast mistake. To reduce the risk of overfitting, XGB uses regularization approaches such shrinking through 210 

the learning rate and feature subsampling. Moreover, it employs gradient boosting, meaning every tree receives instruction to 

adjust any residuals left by previous trees, so addressing disparities between anticipated and real value. 

The iterative procedure continues until an exact amount of trees is met, leading to a remarkably precise and dependable 

classification model. In terms of flood susceptibility assessments, XGB adeptly captures intricate and non-linear relationships 

among influencing variables and flood incidents. Its application in many research endeavors has consistently yielded precise, 215 

robust, and trustworthy outcomes when forecasting regions prone to flooding (Abedi et al., 2021; Linh et al., 2022). 
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3.2.4. Particle Swarm Optimization (PSO) 

PSO is a powerful optimization technique that can be applied to fine-tune the hyperparameters of machine learning models in 

flood susceptibility prediction (Razavi et al., 2018). A fundamental characteristic of PSO lies in its emulation of the behaviors 

exhibited by biological organisms, such as birds, fish, and ants. PSO operates by simulating the behavior of a swarm of particles 220 

moving through a multidimensional parameter space, searching for the optimal set of hyperparameters that minimizes a 

predefined objective function, typically related to the model's performance (Kennedy and Russell, 1995). 

For SVM, PSO can explore the hyperparameter space of SVM, including the selection of kernel, regularization parameters, 

and other settings. By adjusting these hyperparameters, PSO aims to find the optimal configuration that maximizes the 

separation of flood and non-flood locations. This results in a more accurate SVM model for flood susceptibility assessment. 225 

For RF, PSO can tune parameters like the number of trees in the forest, the depth of individual trees, and other settings that 

influence the model's performance. By optimizing these parameters, PSO helps RF better capture the complex relationships 

between various factors and flood occurrences, improving accuracy in identifying regions susceptible to flooding. 

For XGB, PSO can fine-tune the hyperparameters of XGB, such as the learning rate, the number of boosting rounds, the depth 

of trees, and other relevant settings. By optimizing these parameters, PSO enhances XGB's ability to handle non-linear 230 

associations, correct errors sequentially, and effectively capture the complexity of flood-related factors. This leads to more 

precise and reliable predictions of flood-prone areas. 

3.2.5. Genetic Algorithms (GA) 

The GA concept, drawn from nature, has been extensively applied to addressing optimization challenges and learning 

procedures (Sheta, 2006). In the natural world, improved combinations of chromosomes lead to more advanced generations, 235 

with occasional mutations enhancing subsequent iterations. The genetic algorithm employs a similar approach to tackle 

optimization problems, leveraging the idea of refining solutions through successive generations, including beneficial mutations, 

for improved outcomes. They initialize a population of potential solutions, evaluate their fitness using a defined objective 

function, select the best-performing solutions for reproduction (crossover), introduce small changes (mutation) to create 

diverse offspring, and then replace the old generation with the new. This iterative process continues until a termination criterion 240 

is met, yielding an optimal or near-optimal solution. GAs effectively explore complex solutions, making them valuable for 

solving optimization problems in various fields by adapting and refining candidate solutions through generations, ultimately 

improving their quality based on fitness evaluation (Sivanandam and Deepa, 2008). 

GA can optimize the hyperparameters of ML algorithms for flash flood susceptibility prediction through an evolutionary 

approach. By representing hyperparameters as individuals in a population, GA performs selection, crossover, and mutation 245 

operations to evolve and refine the parameter combinations, aiming to improve the models' performance in identifying flood-

prone regions. This iterative process allows GA to navigate the hyperparameter space effectively, leading to more accurate 
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and reliable models by adjusting key parameters that influence the models' ability to handle non-linear relationships, overfitting, 

and other factors relevant to flood susceptibility assessment. 

3.3. Model evaluation 250 

We subjected all models to fitting and cross-validation processes. They were assessed by comparing the performance of each 

algorithm using four common metrics: Accuracy, sensitivity, specificity, and the area under the receiver operating 

characteristic curve (AUC-ROC) (equations (1), (2), (3), (4)). Accuracy pertains to the proportion of occurrences accurately 

categorized as flash floods or non-flash floods. The sensitivity indicates the portion of occurrences correctly identified as flash 

floods, while specificity indicates the percentage of incidents accurately identified as non-flash floods. AUC-ROC refers to 255 

the overall performance of the predictive model in distinguishing between flood or non-flood. A higher AUC-ROC value 

implies that the model is better at correctly identifying locations likely to experience flash floods than areas less prone to this 

type of natural disaster. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 (3) 

AUC = TP + 𝑇𝑁

𝑃
+ 𝑁 (4) 

where TP and TN represent true positives and true negatives, respectively; FP and FN denote false positives and false negatives; 

and P and N refer to the quantities of flood and non-flood pixels. 260 

4. Results 

4.1. The significance of flash flood influencing factors 

Before creating a flash flood susceptibility map, it is necessary to conduct a sensitivity analysis to ensure the model balance 

and emphasize the importance of influencing factors (Nguyen, 2023). Figure 4 depicts the outcomes of the sensitivity analysis 

and the importance of influencing factors using the RF algorithm. The findings indicated that elevation (0.216) and distance 265 

to the river (0.207) were most strongly correlated with flood incidence. The significance of LULC (0.104), stream density 

(0.088), slope (0.082), NDVI (0.069), and curvature (0.049) fell within a moderate range. While TWI (0.039), rainfall (0.032), 

aspect (0.028), soil type (0.023), flow accumulation (0.023), SPI (0.022), and geology (0.016) had the least importance. 
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Figure 4: The importance of influencing factors using the RF model 270 

4.2. Models performance 

A total of nine models were formed by combining three machine learning algorithms (SVM, RF, XGB) with two optimization 

algorithms (PSO, GA). These nine models were then evaluated using accuracy, sensitivity, specificity, and AUC-ROC metrics 

on both training and testing datasets. The performance outcomes of these models are depicted in Figure 5 and Figure 6, as well 

as summarized in Table 2. 275 

Accuracy: The lowest accuracy of 0.861 was observed in the SVM model, while the highest accuracy of 0.939 was achieved 

by the PSO-XGB model. 

AUC-ROC: The lowest AUC-ROC value of 0.932 was seen in the SVM model, while the highest AUC-ROC value of 0.977 

was attained by the Genetic Algorithm-optimized Random Forest (GA-RF) model. 

Sensitivity: The lowest sensitivity score of 0.833 was observed in the Random Forest (RF) model, while the highest sensitivity 280 

score of 0.964 was achieved by the Genetic Algorithm-optimized Random Forest (GA-RF) model. 

Specificity: The lowest specificity score of 0.851 was seen in the SVM model, while the highest specificity score of 0.920 was 

attained by the Genetic Algorithm-optimized Support Vector Machine (GA-SVM) and Genetic Algorithm-optimized Extreme 

Gradient Boosting (GA-XGB) models. 
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 285 

Figure 5: The AUC-ROC of models in testing dataset. (a) SVM and optimized SVM models; (b) RF and optimized RF models; (c) 

XGB and optimized XGB models 
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Figure 6: AUC-ROC and Accuracy scatter plot of difference models 

Table 2. The performance of each model 290 

Models Accuracy AUC-ROC Sensitivity Specificity 

SVM 0.861 0.932 0.872 0.851 

PSO-SVM 0.873 0.933 0.872 0.874 

GA-SVM 0.903 0.939 0.885 0.920 

RF 0.873 0.951 0.833 0.908 

PSO-RF 0.903 0.950 0.885 0.920 

GA-RF 0.933 0.977 0.964 0.902 

XGB 0.879 0.956 0.872 0.885 

PSO-XGB 0.939 0.957 0.962 0.920 

GA-XGB 0.927 0.968 0.928 0.927 

In summary, the evaluation of different models revealed that the GA-RF model consistently achieved the highest performance 

in terms of AUC-ROC, and sensitivity, while the SVM model exhibited the lowest performance across these metrics. However, 

the Genetic Algorithm-optimized SVM (GA-SVM) and XGB (GA-XGB) models consistently achieved the highest specificity 

scores among the evaluated models. These disparities highlight the varying effectiveness of different models and optimization 

techniques in flood susceptibility prediction across other key evaluation metrics. 295 
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4.3. Flash flood susceptibility maps 

The study employed nine models, SVM, SPO-SVM, GA-SVM, RF, SPO-RF, GA-RF, XGB, SPO-XGB, and GA-XGB to 

assess the probability of flash flood occurrence in each pixel of the Song Ma district. We employed the probability map 

produced by the GA-RF model, which exhibited the highest accuracy, AUC-ROC, and sensitivity. The Natural Break approach 

was then used to reclassify this map into five categories: very low, low, moderate, high, and very high flash flood susceptibility 300 

(Feizizadeh and Blaschke, 2013). Subsequently, the outcomes from the remaining models were reclassified based on the 

thresholds derived from GA-RF. Figure 7 visually presents the flood susceptibility maps generated by the nine proposed 

models. The distribution of each level of flood susceptibility was displayed in Figure 8. 

Among the different susceptibility levels, the "Very low" category dominates all models, constituting the largest portion of 

predictions. Notably, the XGB model exhibits the highest proportion in the "Very low" susceptibility class with 61.33%. Both 305 

the SVM and XGB models, in conjunction with their enhanced iterations utilizing PSO and GA, yield predominant outcomes 

in the "Very low" susceptibility classification, encompassing a range from 50.92% to 61.33%. In contrast, the RF algorithm 

and its optimized versions only contain a narrower range of 43.02% to 45.04%. 

When analyzing the "High" susceptibility level, the outcomes portray a spectrum of predictions. Models such as PSO-XGB 

and GA-RF, empowered by optimization algorithms, exhibit a noteworthy proportion in this category, with 12.44% and 310 

10.56%, respectively. In contrast, XGB and GA-XGB showed the lowest "High susceptibility" area, at 5.89% and 6.42%, 

respectively. 

Meanwhile, at the "Very High" susceptibility level, the XGB algorithm and its optimized versions, particularly GA-XGB, 

stand out as remarkable performers in this critical category with 20.51%. At the same time, the residual six algorithms yield 

relatively similar outcomes, ranging between 7.11% and 7.74%. 315 
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Figure 7:The flash flood susceptibility maps of nine proposed models 
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 320 

Figure 8:Flash flood susceptibility levels of different models 

5. Discussion 

Precisely delineating flood susceptibility within a specified geographical zone is essential for protecting residents and 

developing effective mitigation strategies. As robust novel methodologies are being formulated, the enhancement of outcome 

accuracy is evident, better assisting those in charge of managing flood risk (Nguyen, 2023). This study aimed to generate flash 325 

flood susceptibility maps by using powerful machine learning models (SVM, RF, and XGB) and optimization algorithms (PSO, 

GA) to create hybrid ML versions to enhance the precision of flash flood occurrence probability prediction. We found that 

integrating PSO and GA to optimize the SVM, RF, and XGB models has yielded substantial enhancements in their performance 

across various evaluation metrics. 

The study found that, elevation, distance to the river, LULC, stream density, and slope were the most important of the 14 330 

factors that affect flash flood prediction. The significance of elements relies on the particular features of the studied area, such 

as geographical in nature ecological, climatological, hydrological, and anthropological properties. In addition, the selection 

and execution of the method approach have a significant influence on determining the relative prominence of these variables. 

The findings are consistent with previous study on flash floods in several worldwide zones, including Vietnam. Using RF 

modeling, Chen et al. (2020) underscored the importance of land use, NDVI, slope, distance to rivers, and elevation among 13 335 

inputs, yielding consistent findings for flood susceptibility model in Quannan, China. Bui et al., (2019) used the Learning 
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Vector Quantization method. They showed that slope, TWI, and elevation factors are the most important factors in predicting 

flash floods in the northern mountainous area of Vietnam. A similar concurrence was observed in Nguyen, (2023) study 

conducted in Ha Tinh Province, Vietnam, utilizing the RF model, wherein land use, elevation, and slope were identified as 

primary contributors to flooding susceptibility.  340 

Elevation, distance to the river, LULC, stream density, and slope are critical variables in predicting flash flood probability due 

to their fundamental roles in shaping a region's hydrological and geomorphological characteristics. These factors directly 

influence the pathways and processes through which precipitation and runoff interact with the landscape, leading to flash flood 

events. For elevation, areas at lower elevations are more prone to flooding because they tend to accumulate water from higher 

ground during intense rainfall, increasing the potential for flash flooding (Abedi et al., 2021). Areas close to rivers or streams 345 

are more susceptible because they are in the immediate path of rapidly rising water levels, especially during heavy rainfall.  

The composition of LULC in a region affects how water is absorbed, infiltrated, or runoff (Nguyen, 2023). The density of 

streams or drainage networks in an area affects how water is channeled and transported. High stream density can facilitate 

rapid runoff accumulation during heavy rainfall, contributing to water levels' rapid rise and flash flood likelihood (El-Haddad 

et al., 2021). Slope or the gradient of the terrain influences the speed at which water flows. Steeper slopes promote faster runoff, 350 

which can swiftly increase water levels in downstream areas, potentially leading to flash floods (El-Haddad et al., 2021). 

Collectively, these variables interact in complex ways to determine the response of a landscape to intense rainfall. The interplay 

between elevation, proximity to water bodies, land cover characteristics, drainage patterns, and terrain steepness influences 

the potential for runoff to accumulate quickly and trigger flash flood events. 

The findings of the study further demonstrate enhancements in the performance metrics of the optimal algorithms associated 355 

with each distinct ML model. The employment of PSO-SVM and GA-SVM ensemble methodologies resulted in improvements 

for SVM accuracy metrics, elevating them from initial values of 0.861 to 0.873 and 0.903, accompanied by parallel progress 

in AUC-ROC values, advancing from 0.932 to 0.933 and 0.939, correspondingly. In a similar vein, the utilization of PSO-RF 

and GA-RF strategies yielded augmented accuracy outcomes for the RF model, ameliorating its accuracy from 0.873 to 0.903 

and 0.933, in conjunction with corresponding advancements in AUC-ROC measures, progressing from 0.951 to 0.950 and 360 

0.977, respectively. Analogously, the XGB model exhibited enhanced accuracy through optimization via PSO and GA 

techniques, resulting in accuracy elevations from 0.879 to 0.939 and 0.927, while simultaneously experiencing improvements 

in AUC-ROC statistics, ascending from 0.956 to 0.957 and 0.968, respectively. These advancements collectively underline the 

effectiveness of PSO and GA in fine-tuning the hyperparameters of the SVM, RF, and XGB models. These findings align 

harmoniously with prior investigations concerning flood forecasting. For instance, a study conducted by (Razavi et al., 2018), 365 

focusing on the flood susceptibility within the Jahrom basin of Iran, employed PSO and GA techniques to fine-tune the 

Adaptive Neuro-Fuzzy Inference System (ANFIS) model. This endeavor yielded noteworthy enhancements in the AUC-ROC 

values, demonstrating increments of up to 0.945 and 0.926, respectively. Moreover, a study in the year 2022 pursued a similar 

approach by employing GA to optimize the XGB model, specifically in the context of flash flood prediction within the Tafresh 

watershed in Iran (Linh et al., 2022). The outcomes of this undertaking manifested a considerable advancement in AUC-ROC 370 
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statistics, surging from an initial value of 0.85 to a heightened level of 0.87. Additionally, an investigation involving the 

optimization of the SVM model through the application of GA also demonstrated significant improvements in AUC-ROC 

performance. The AUC-ROC value experienced an elevation from 0.839 to 0.886 in this study (Arabameri et al., 2022). The 

optimization process of PSO and GA enhanced the models' ability to capture intricate relationships among influential factors, 

thereby refining their predictive accuracy and robustness in flood susceptibility analysis. 375 

The nine proposed models' generated flash flood susceptibility maps displayed distinct levels of susceptibility zoning. Across 

the spectrum of machine learning models analyzed a consistent trend emerges when examining the "Very Low" flood 

susceptibility level. This class, which designates areas with the lowest probability of encountering flash floods, claims a 

substantial proportion across all models. Notably, the PSO-XGB distinguishes itself with the highest representation in this 

category, showcasing its effectiveness in identifying regions with minimal risk. Other models, including SVM and GA-RF, 380 

exhibit noteworthy shares in the "Very Low" susceptibility tier. This unified pattern underscores the collective capacity of 

these models to accurately pinpoint locales with low vulnerability to flash floods, providing a foundational basis for 

comparison against more vulnerable regions. Conversely, when focusing on the "Very High" flood susceptibility level, Genetic 

Algorithm-optimized models, specifically GA-XGB, exhibit exceptional proficiency in predicting this category, indicating 

their prowess in identifying areas at the highest risk. With notably elevated proportions compared to other models, GA-XGB 385 

excels in recognizing regions susceptible to severe flash flooding. The diversity in model performance is also evident in the 

varying ratios across the other susceptibility classes. The "Moderate" and "High" susceptibility levels demonstrate fluctuations 

in distribution, indicating the models' capacity to distinguish areas with moderate and elevated risks of flash floods. These 

findings underscore the significance of optimization techniques in refining model outcomes and bolstering their sensitivity to 

different levels of flood susceptibility. The distribution trends in each category collectively highlight the strengths and nuances 390 

of each model in predicting flash flood risk, providing valuable insights for decision-makers and stakeholders engaged in 

proactive disaster preparedness and response planning. 

6. Conclusions 

The accurate delineation of an area's susceptibility to flash floods is of utmost importance, serving both to protect residents 

and to inform the development of effective mitigation strategies. As innovative and robust methodologies continue to advance, 395 

there is a noticeable improvement in the precision of our results. This improvement is particularly beneficial for stakeholders 

responsible for flood risk management. The primary objective of this study was to generate susceptibility maps to flash floods, 

achieved through the utilization of advanced machine learning models, including SVM, RF, and XGB, combined with 

optimization algorithms such as PSO and GA. This synergistic approach resulted in hybrid machine learning frameworks that 

significantly enhanced the accuracy of predicting the probability of flash flood occurrences. The outcomes underscore that the 400 

amalgamation of PSO and GA in optimizing the SVM, RF, and XGB models led to marked improvements in their performance 

across a spectrum of evaluation metrics. The PSO-XGB and GA-RF hybrid approaches exhibit more favorable outcomes 
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among the proposed models. Consequently, we recommend applying these specific models for predicting flash flood 

susceptibility in the Song Ma district and analogous regions characterized by comparable environmental circumstances within 

Vietnam and across diverse global locations. 405 
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