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Abstract. Contributions to social capital, risk awareness and preparedness constitute the parameters against which applications 

of digital technologies in the field of disaster risk management should be tested. We propose here an evaluation of four of 

these, mobile positioning data, social media crowdsourcing, drones and satellite imaging, with an additional focus on 

acceptability and feasibility. The assessment is carried out through a survey disseminated among stakeholders. The frame of 

the analysis also grants the opportunity to investigate to what extent different methodologies to aggregate and evaluate the 10 

results, the CRITIC model, the dCRITIC model, the Entropy model, the Mean Weight model and the Standard Deviation 

model, may influence the preference of one technology over the others. We find that the different assumptions on which these 

methodologies rely deliver diverging results. We therefore recommend future research to be based on a sensitivity analysis 

that considers multiple and alternatives methods to evaluate survey results.  
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1 Introduction 

The Sendai Framework for Disaster Risk Reduction (UNDRR, 2015) calls for investments in digital technologies and tools to 

enhance societal resilience. Recent developments in digital technologies and tools offer emerging opportunities for 

strengthening social capital, risk awareness, and disaster preparedness (Latvakoski et al., 2022). The nexus between social 35 

capital, risk awareness, and disaster preparedness can improve and facilitate collaboration; provide social safety nets; 

strengthen communication; speed up response and recovery efforts; and in the end improve societal resilience among the most 

vulnerable segments of the population (Morsut et al., 2021). Building societal resilience requires a better understanding and 

implementation of new digital technologies and tools, and their capacity to strengthen social capital, risk awareness, and 

disaster preparedness to enable an effective response from authorities and citizens.  40 

Despite the demonstrated importance of risk awareness, social capital, and disaster preparedness for effective disaster risk 

management (Morsut et al., 2021), their relative degree of importance for enhancing societal resilience remains unclear. An 

array of weighting models exist, all of which can produce different results (Mukhametzyanov & Pamučar, 2018; Odu, 2019). 

Most quantitative vulnerability assessments employ a mean weighting approach by default, due to the limited knowledge of 

the relationship between indicators (Tate, 2012). Comparative studies combining or juxtaposing different weighting methods 45 

are found in other fields of research (Jayant & Sharma, 2018) and the authors have warned against the belief that employing 

one single method may provide sound conclusions (Botvinik-Nezer et al., 2020; Wagenmakers et al., 2022). Similar studies 

are overall lacking when it comes to digital technologies and tools for improving societal resilience and disaster risk 

management.  

In this paper, we evaluate digital technologies and tools for improving social capital, risk awareness, and disaster preparedness 50 

by using a multicriteria analysis. We thereafter assess to what extent the findings are sensitive to different weighting methods. 

We use five different weighting methods: CRITIC, dCRITIC, Standard Deviation (SD), Mean Weights (MW), and Entropy. 

Final scores for these digital technologies are computed using two different approaches, the Weighted Sum Approach (WSA) 

and the Product Sum Approach (PSA) to the test to what extent the results are dependent on this last computational step. This 

research builds on work carried out within the Horizon2020 BuildERS project that aims to improve social capital, risk 55 

awareness, and preparedness among the most vulnerable segments of the European population through digital technologies 

and research. 

The rest of the paper is organized as follows: Section 2 introduces the digital technologies we focus on, Section 3 describes 

the methodology and the data, Section 4 presents the results, Section 5 comments on the results and Section 6 concludes. 

2 Digital technologies in disaster risk management 60 

Here, digital technologies refer to “tools, systems and devices that can generate, create, store or process data” (Johnston et al., 

2022, p. n.d.).  Digital technologies can support i) sensing, i.e. collect data with remote sensors, ii) communication, i.e. transmit 

data, iii) processing, i.e. modelling and analysis, and iv) actuation, i.e. data reconstruction (Bao et al., 2022). Digital 
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technologies can be applied throughout the whole disaster risk management cycle – mitigation, preparedness, response and 

recovery (Sakurai & Murayama, 2019). Digital technologies such as smartphones have become ubiquitous in modern life, but 65 

their application to disaster risk management remains at its infancy and their potential to improve social capital, risk awareness, 

and preparedness require further attention.  

There are many digital technologies relevant to disaster risk management. We zoom into four digital technologies: mobile 

positioning data, social media crowdsourcing, drones, and satellite imaging. Previous work in the BuildERS project indicates 

that mobile positioning data, social media crowdsourcing, drones, and satellite imaging have the greatest innovation potential 70 

for disaster risk management (Latvakoski et al., 2022). We present an overview of the selected digital technologies below.  

2.1 Mobile positioning data 

Mobile positioning data provides information on the location of a mobile device and its user (Raper et al., 2007). Two forms 

of mobile positioning data exist: active, when the system operator constantly tracks the mobile device, or passive, when the 

system operator only tracks the mobile device while it is being used. The data encompass pseudonymized IDs, timestamps, 75 

phone activity, cell tower ID, and the national origin of the SIM card (Latvakoski et al., 2020; Võik et al., 2021). In a European 

context, the General Data Protection Regulation (GDPR) prohibits the use of real-time data if not anonymized. Mobile 

positioning data is often therefore provided with a minimum of 24-hour delay to guarantee the anonymity and privacy of the 

mobile device users (Bayardo & Agrawal, 2005; Lasko & Vinterbo, 2010; Terrovitis et al., 2008). Privacy is indeed a 

concern when operating with this kind of data. For instance, privacy concerns over the sharing of real-time data are 80 

identified through the interviews that Bowser et al. (2017) conducted with project managers that handle this kind of 

data.  

Mobile position data can be collected to mitigate disaster risk (Indriasari et al., 2017;  Munawar et al., 2022; Hirata et al., 2018; 

Paul et al., 2021). The ubiquity of smartphones across the globe has made it possible for authorities to use mobile positioning 

data to alert the population about an approaching hazard by sharing information through SMS messages and others means of 85 

communication (Grantz et al., 2020). The application designed by Leelawat et al.(2017) constitutes a good example of such a 

potential use: risk awareness is increased by providing the population with an assessment of the risk they are exposed to in the 

event of a tsunami based on their position. Mobile positioning data can also improve data collection, serving as an input when 

mapping disaster impact, drafting risk and vulnerability assessments, and monitoring mobility. The 2020 Covid-19 pandemic 

accelerated the use of mobile positioning data (Ekong et al., 2020; Ienca & Vayena, 2020; Santamaria et al., 2020), employed 90 

to assess the exposure to infection across the population (Grantz et al., 2020).  

2.2 Social media crowdsourcing 

Social media crowdsourcing is the practice of contributing to the monitoring of disasters by reporting the presence of incidents 

related to the event through social media (Phengsuwan et al., 2021). Smartphones and social media use are heavily intertwined. 
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Social media has gained popularity in disaster risk management (DRM) due to its outreach potential (Reuter & Kaufhold, 95 

2018). The possibility to establish two-way communications with private citizens interacting with official authorities allows 

for crowdsourcing (Besaleva & Weaver, 2016; Hernandez-Suarez et al., 2019; Kankanamge et al., 2019; Li et al., 2021; Ogie 

et al., 2019). There are two types of contribution: active, when social media users actively share information to support an 

initiative, and passive, when social media users share information independently and irrespectively of an initiative (Besaleva 

and Weaver, 2016). Typically, social media crowdsourcing generates large datasets that can be analysed using pre-trained 100 

high-level natural language processing software employing AI, machine learning, or blockchain technology (Latvakoski et al., 

2020). 

Social media crowdsourcing allows the general public to get involved by reporting the conditions they find themselves in and 

their position: photos and videos can be geotagged once shared on social media, and ad-hoc apps can be downloaded to enable 

a two-way communication between first responders and those in need. Authorities can use this information to construct hazard 105 

maps and alert other citizens about the increasing risks if located in proximity (Zachreson et al., 2021).  

2.3 Drones 

There is a growing interest in unmanned aerial vehicles, of which drones represent the most popular example (Gomez & Purdie, 

2016). Drones are used in a vast range of sectors, such as warfare and agriculture, but also DRM (Aydin, 2019). Significant 

improvements in miniaturization and computerization have enabled the production on a large scale of lighter, safer, and cheaper 110 

drones (Hall & Wahab, 2021). 

Drones exhibit extreme versatility: they enable active monitoring, in which the collected data can be used for forecasting and 

early warning systems. Evacuation and search and rescue can be carried out with drones, and situational awareness and 

logistical issues are easily tackled when using drones to broadcast crisis information. Drones can also support the delivery of 

first aid equipment and medicines to inaccessible areas (Izumi et al., 2019). 115 

2.4 Satellite imaging 

Satellite imaging is a  remote sensing technology taking pictures with an overhead perspective to detect patterns over large 

areas (Campbell and Wynne, 2011). Satellite imaging made its debut in the 1960s in the first real program for the acquisition 

of imagery of Earth from space, the Landsat program, which was launched by the US government in 1972 (Hemati et al., 

2021). The Integrated Global Observing Strategy (IGOS) initiative was launched in 1988 and provided satellite images to 120 

support efforts towards DRM. Several initiatives followed, increasing the number of applications of satellite imaging to DRM: 

the European “Copernicus” program and its Sentinel missions were deployed in 2014 and constitute, to date, the largest 

European initiative. Despite such a long history compared to other technologies, satellite imaging has not found an early broad 

application in the domain of DRM: the first 1-m resolution commercial satellite images were only made available thanks to 

the IKONOS satellite that was launched in 1999; the acquisition of images still takes around 48 hours after the event has 125 

occurred despite international efforts and collaborations to guarantee a shorter delivery (Le Cozannet et al., 2020). Current 
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image quality and time of delivery already constitute a significant improvement compared to the standards of the past and 

despite these issues, satellite imaging has now emerged as a standard technology in the field of DRM thanks also to recent 

developments in AI and Machine Learning analysis of the images  (Dubovik et al., 2021; Goniewicz et al., 2020; Tellman et 

al., 2021; Wheeler & Karimi, 2020).  130 

 

3. Materials and methods 

We apply a multicriteria analysis following the standard approach outlined in previous literature: i) criteria are identified, ii) a 

scale for the scoring options is defined, iii) criteria weights are produced, and iv) the final scores are computed using the 

weights from step iii) and the results from a survey. (Bana e Costa et al., 2004; de Brito & Evers, 2016; Gamper et al., 2006). 135 

We perform a local sensitivity analysis where we apply different weighting schemes and different approaches for the 

aggregation of weights and scores into final figures. 

3.1 Criteria identification 

The criteria are identified by referring to the work of Morsut et al. (2021), as developed within the framework of the BuildERS 

project. The framework outlines the interlinkages between vulnerability, resilience, risk awareness, and social capital. We 140 

include two additional categories to better reflect potential practical barriers that may emerge: feasibility and acceptability, 

with special attention towards regulatory frameworks, costs, and social acceptance. Each of these five categories is then further 

developed into criteria. We identify the criteria in a one-hour workshop with project partners. The workshop is held online to 

allow project partners representing different European countries to participate. The participants represent different disciplines 

and professions all pertaining to the sphere of disaster risk management. In total, 9 people participate in the workshop and 15 145 

criteria are identified (see Table 1 for an overview).  

Category  Criterion   

Risk awareness   

𝐶1: It can strengthen risk and vulnerability assessments. 

𝐶2: It can improve access to crisis information.  

𝐶3: It can improve the quality of crisis information by making it more accurate, timely, or relevant.  

Social capital  

𝐶4: It can minimize the risk of myopic thinking by strengthening trust and coordination between 

different organizations.  

𝐶5: It can support citizen engagement in DRM 

𝐶6: It can enable collaboration and coordination of volunteers.  

Preparedness   

𝐶7: It can improve data-collection, procedures, methods, and sharing.  

𝐶8: It can contribute to the development of plans and strategies to manage crises.    

𝐶9: It can improve emergency management exercises.  
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Feasibility   

𝐶10: It can be viewed as financially viable considering costs and revenues.  

𝐶11: It is likely that there is access to necessary human, infrastructure, knowledge, and technical 

resources for implementing and maintaining the service.  

𝐶12: It is likely to be supported by regulatory frameworks.  

Acceptability   

𝐶13: It can meet local expectations in relation to the stated aims and services provided.  

𝐶14: It receives local support from civil society and groups.  

𝐶15: The perception of gains/needs is likely to outweigh perceptions of risk/threats.   

Table 1: Criteria 

3.2 Scoring options 

We develop a survey to assess the digital technologies against the defined criteria. We first ask respondents about their field 

of expertise and the countries of operation. The respondents are thereafter presented with Likert scale questions outlining the 150 

15 criteria listed in Table 1. We use a four-point Likert scale. We ask the respondents to express whether they “Strongly 

Agree”, “Agree”, “Disagree”, or “Strongly Disagree” with the statement. We also add a fifth “I do not know” option. The same 

questions are asked for the four digital technologies to allow for comparison. The survey is launched online on October 5 th, 

2021, and closed on October 21st, 2021. A reminder is sent halfway to increase the response rate. 

We invite respondents with expertise in disaster risk management or any of the targeted digital technologies to complete the 155 

survey. Respondents are contacted by email and asked to complete an online survey. In total, 118 responses are collected, but 

only 116 are used as two respondents failed to complete the survey. All respondents are anonymous. The respondents represent 

different geographical regions, including Europe (60%), Asia (15%), and North America (5%). The respondents represent 

different fields of expertise, including DRM (n=79), remote sensing (n=36), drones (n=18), AI (n=18), social media 

crowdsourcing (n=16), mobile positioning (n=11), and Internet of Things (n=8). Note that stakeholders can indicate more than 160 

one field as their domain of expertise.  

We then convert the qualitative data into quantitative data to allow for the subsequent quantitative analysis. “Strongly Agree” 

is awarded four points and then decreasing values down to one for “Strongly Disagree”. “I do not know” replies are dropped 

as they do not contain any insightful value for the analysis.   

We thereafter proceed with creating a performance matrix. The entry values of the matrix for each of the innovation under 165 

each criterion are represented as the mean scores that are attributed to the innovation by the survey respondents. We assume 

that all criteria represent positive contributions to disaster risk management, hence a higher score indicates a better performance 

and a positive contribution.  

3.3 Weighting of criteria 

Weights are normalized values between 0 and 1 and add up to 1 when summed for all criteria within the same method. This 170 

may sometimes not be the case due to rounding. We apply a quantitative approach when weighting the criteria, using a multi-

https://doi.org/10.5194/nhess-2023-8
Preprint. Discussion started: 9 February 2023
c© Author(s) 2023. CC BY 4.0 License.



7 

 

method framework which allows us to investigate if different methods will lead to different results. The following weighting 

methods are considered: the Criteria Importance Through Criteria Correlation (CRITIC) (Diakoulaki et al., 1995; Krishnan et 

al., 2021; Lai & Liao, 2021; Tuş & Adalı, 2019), the (Euclidean)-distance Criteria Importance Through Criteria Correlation 

(dCRITIC), the Standard Deviation method (SD), the Mean Weight method (MW) and the Entropy method (Deng et al., 2000; 175 

Xu, 2004), all of which represent common approaches in the literature (Deng et al., 2000; Diakoulaki et al., 1995; Krishnan et 

al., 2021; Lai & Liao, 2021; Odu, 2019; Sun et al., 2020; Tuş & Adalı, 2019; Xu, 2004). An overview is provided Table 2. 

We only provide a brief description of them while the reader is invited to refer to the previous literature for an analytical 

analysis. 

Name Description  

CRITIC CRITIC is inspired by the analysis proposed by Diakolulaki et al. (1995), which is based on a 

correlation analysis of the criteria. The standard deviation method is meant to capture the 

contrast intensity. Diakolulaki et al. (1995) add a correlation study on top of that to account for 

emerging conflicts among the criteria.  

dCRITIC dCRITIC, as proposed by Krishnan et al. (2021), represents a small variation in the way 

correlations, variances, and standard deviations are computed in comparison to the CRITIC 

method.  

Standard 

deviation  

The standard deviation (SD) method presents several similarities to the Entropy method in the 

way the weights are computed. The method attributes low weights to the criteria that have 

similar scores across all the options. The idea behind such a result is straightforward and 

intuitive: criteria that do not vary across the options do not provide meaningful results and 

should therefore be assigned a low weight (Zardari et al., 2015). 

Mean 

weight 

The mean weight method does not present any computational complexities as every criterion is 

assigned the same weight, which is just the ratio of 1 over the number of criteria. This method 

makes no use of the information contained in the performance matrix and just assigns the same 

weight to all criteria.  

Entropy The entropy method entails a certain degree of uncertainty in the information matrix that is 

accounted for by making use of probability theory. It suggests that spread and broad 

distributions contain more uncertainty than the sharply peaked ones (Zardari et al., 2015). 

Table 2: Weighting methods 180 

We delve into the literature to select the weighting methods. A review by Krishnan et al. (2021) finds the Entropy and the 

CRITIC methods to be the most frequently used methods in the literature. The authors also suggest that the dCRITIC 

methodology requires more attention as it may deliver results that differ from those of the CRITIC method. We add the MW 
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method, as it is a common method in the vulnerability and resilience literature (Tate, 2012).  We also add the SD method, as 

it makes an interesting case for comparison due to its similarities with the CRITIC and dCRITIC methods.  185 

3.4 Aggregation 

The weights obtained through the different weighting methods and the mean scores obtained through the survey are used to 

rank the four alternatives following a Weighted Sum Approach (WSA): 

 

𝑄𝑖  =  ∑ 𝑥𝑖𝑗
∗ 𝑤𝑗

𝑛

𝑗=1
 

 

 

(1) 

 190 

where 𝑥𝑖𝑗
∗  is the average survey score of technology i under criterion j and 𝑤𝑗  is the weight of criterion j. In order to provide 

additional sensibility to the analysis, we aggregate the results through the Weighted Product Approach (WPA) too, another 

methodology that is often employed in the literature (Odu, 2019):   

 

𝑄𝑖 =  ∏ (𝑥𝑖𝑗
∗ )𝑤𝑗

𝑛

𝑗 = 1
 

 

(2) 

4. Results 195 

In this section, we first present stakeholders’ opinions as we collected them through the survey. We aggregated these into mean 

score for each technology under each criterion. We then proceed with applying the different weighting methods to investigate 

their impacts on the findings. Lastly, we present the aggregated findings.  

4.1 Survey responses 

This section presents the survey responses. An overview is provided in Figure 1 below. The x-axis presents the criteria, ordered 200 

and numbered according to Table 1. The y-axis shows the mean score for each innovation under the corresponding criterion. 

The range of the y-axis has been reduced to better appreciate the difference in scores that each technology was awarded by the 

participants to the survey. 
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Figure 1: Questionnaire results (average scores) 205 

Satellite imaging has the highest mean score for Criterion 1 (“It can strengthen risk and vulnerability assessments”) and 

Criterion 2 (“It can improve access to crisis information”). Drones score the highest in Criterion 3 (“It can improve the quality 

of crisis information by making it more accurate, timely, or relevant”). Social media crowdsourcing receives the lowest mean 

score in all criteria related to risk awareness, Criteria 1, 2, and 3.  

Looking at social capital, mobile positioning data holds the highest mean score for Criterion 4 (“It can minimize the risk of 210 

myopic thinking by strengthening trust and coordination between different organizations”) and Criterion 6 (“It can enable 

collaboration and coordination of volunteers”). Social media crowdsourcing has the highest mean score for Criterion 5 (“It 

can support citizen engagement in DRM”). Both drones and satellite imaging score low in all criteria related to social capital.  

When it comes to preparedness, satellite imaging scores the highest in Criterion 7 (“It can improve data-collection, procedures, 

methods, and sharing”) and Criterion 8 (“It can contribute to the development of plans and strategies to manage crises”).  215 

Drones have the highest mean score in Criterion 9 (“It can improve emergency management exercises”). Social media 

crowdsourcing receives the lowest mean score across all criteria.  

In terms of feasibility, all digital technologies receive a high mean score for Criterion 10 (“It can be viewed as financially 

viable considering costs and revenues”), of which drones score the highest. Mobile positioning data have the highest mean 

score in Criterion 11 (“It is likely that there is access to necessary human, infrastructure, knowledge, and technical resources 220 

for implementing and maintaining the service”). All digital technologies score low in Criterion 12 (“It is likely to be supported 

by regulatory frameworks”). Social media crowdsourcing scores the lowest in Criterion 12.  
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In the final category, acceptability, most digital technologies scored low across all criteria. Mobile positioning data received 

the lowest overall score, whereas satellite imaging received the highest overall score. Satellite imaging has the highest mean 

score in Criterion 13 (“It can meet local expectations in relation to the stated aims and services provided”), and social media 225 

crowdsourcing has the highest mean score in Criterion 14 (“It receives local support from civil society and groups”). Satellite 

imaging and drones received a high mean score in Criterion 15 (“The perception of gains/needs is likely to outweigh 

perceptions of risk/threats”).  

4.2 Weighting methods 

This section presents the results from the weighting assessment. The weights are reported in Figure 2. The x-axis presents the 230 

15 criteria. Please refer to Table 1 for an explanation of what they stand for. The MW method is not included in Figure 2, as it 

assigns all criteria the same weight by construction. The weighting methods produce different rankings of criteria and some of 

these differences are substantial.  

 

Figure 2: Methods' weights 235 

Weights’ ranges are large in both the CRITIC and the dCRITIC methods. Figure 2Under the CRITIC method, the largest 

weight is about 13.5% and the smallest weight is about 4%. Similarly, under the dCRITIC method, the largest weight is about 

14% and the smallest weight is about 3.8%. That is, for both methods the largest weight is more than 3 times the smallest 

weight. Technologies that score high in the criteria with the largest weights will rank higher. Criterion 6 (“It can enable 

collaboration and coordination of volunteers.”) is assigned the largest weight under the CRITIC method, whilst Criterion 8 240 

(“It can contribute to the development of plans and strategies to manage crises.”) receives the lowest weight. The distance 

correlation correction that is introduced by the dCRITIC method seems to bring some changes, though not substantial, when 
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compared to the original CRITIC method: Criterion 10 (“It can be viewed as financially viable considering costs and 

revenues.”) receives the largest weight, while Criterion 6 still ranks among the top three. Criterion 13 (“It can meet local 

expectations in relation to the stated aims and services provided.”) receives the lowest weight under the dCRITIC method and 245 

it ranks 14th under the CRITIC method. To conclude, some changes are indeed produced by computing a distance correlation 

instead of the standard Pearson correlation. The changes are, however, minor at the top and bottom of the weights rank.  

The SD method and the CRITIC method return similar results in relative terms, i.e. which weights are assigned the largest 

weights, but the values of these are different. The CRITIC method uses the standard deviations within each criterion to compute 

the correlation matrix and to correct the values of the final weights and this could explain the similarity. The SD method 250 

assigns the highest weight value to Criterion 6 (“It can enable collaboration and coordination of volunteers”), just like the 

CRITIC method. The smallest weight in the SD method is assigned to Criterion 12 (“It is likely to be supported by regulatory 

frameworks“), which has the third smallest weight under the CRITIC method. That is, in relative terms, the two methods seem 

to assign large weights to the same criteria, but the actual weights determined by the SD method are much closer to each other 

than those observed under the CRITIC one. In fact, we find the SD method to be the one, after the MW method, to return the 255 

smallest range of weights. 

SD and MW methods lead to similar distribution of the weights: both methods return a narrow range. The weights defined by 

the SD method are narrowly distributed: the maximum weight is about 7.8% and the minimum is about 5.9%, with a difference 

between the largest and the smallest weight of about 1.9 percentage points. This can be seen in Figure 2, where although the 

bars have different heights, overall, the graph looks “flat”, with no criterion being assigned a weight that is much larger than 260 

the other criteria and hence no bar being significantly taller than the others. The difference between the largest and the smallest 

weight in the case of the MW method is 0 as all the criteria are awarded the same weight by construction. Each criterion is 

assigned a weight of 0.066 or 6.66% under the Mean Weight method. A barplot of the MW’s weights would show a set of 15 

identical bars. If all the weights are similar, as in the case of the results produced by the SD or MW methods, the innovation 

with the highest average performance score across all criteria will rank higher, which can be supported by statistical claims. 265 

By exploiting the narrow range of the SD and of the MW methods one could be able to predict, with a significant degree of 

confidence, which technology will rank first under these methods by simply looking at the survey results as presented in Figure 

1: even without resorting to statistical analysis, it is evident that satellite imaging scores the highest under most of the criteria 

(7 out of 15), is expected to have a high average score and will probably rank high using the weights determined by the SD 

and MW methods.  270 

The Entropy method returns weights that are different from those found in other methods. A large range of different weights 

values is observed under this method too as in the CRITIC and dCRITIC methods, but the criteria awarded the largest weights 

are different from those of other methods. Five of the criteria alone, Criterion 15 (“The perception of gains/needs is likely 

to outweigh perceptions of risk/threats”), Criterion 1 (“It can strengthen risk and vulnerability assessments”), 

Criterion 13 (“It can meet local expectations in relation to the stated aims and services provided”), Criterion 12 (“It 275 
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is likely to be supported by regulatory frameworks”) and Criterion 8 (“It can contribute to the development of plans 

and strategies to manage crises”), account for about 40% of the total weight and satellite imaging scores first under all of 

these criteria. It is reasonable to expect this innovation to score high under this method. As for the CRITIC and for the dCRITIC 

methods we observe a large distribution of the weights awarded to the criteria. It is interesting to note that some of these receive 

similar weights under the three methods, CRITIC, dCRITIC and Entropy, such as Criterion 14 (“It receives local support from 280 

civil society and groups”) and Criterion 15 (“The perception of gains/needs is likely to outweigh perceptions of risk/threats”). 

However, a striking aspect that should already be observed from Figure 2 is that the most relevant criteria under the CRITIC 

and dCRITIC methods, i.e. those that are awarded the largest weights, are assigned the smallest weights under the Entropy 

method. Just by looking at these preliminary results it is reasonable to expect large differences in the final rankings among 

these methods.  285 

The Spearman correlation matrix in Table 3 provides additional insights for a comparison of the weights that are produced by 

the different methods. The correlation between the entropy method and the CRITIC and dCRITIC methods is negative and 

large, meaning that the ranking order may be really inverted and that the weights vary significantly, confirming what was 

observed in Figure 2. As expected, the dCRITIC and CRITIC methods have a high positive correlation value as the way in 

which the correlation matrix is computed constitutes the only difference between the two. No correlation can be computed 290 

between the MW method and any of the other methods as there is no variation in the assigned weights of the former. That is, 

the variance of the MW method is 0. A null denominator in the correlation formula impedes any computation. 

 Entropy MW dCRITIC SD CRITIC 

Entropy 1 - -0.79 -0.45 -0.76 

MW - - - - - 

dCRITIC -0.79 - 1 0.575 0.9 

SD -0.45 - 0.575 1 0.65 

CRITIC -0.76 - 0.9 0.65 1 

Table 3: Spearman correlation matrix 

 

4.3 Aggregation 295 

Figure 3Figure 3 offers an overview of how the four digital technologies rank under the different weighting methods. Only 

results from the Weighted Sum Approach are presented as the results produced by the Weighted Product Approach are 

identical. The rankings are produced according to the final score that is computed for every technology: we use the weights 

produced by the methods, presented in Figure 2, and the average survey scores in Figure 1 by feeding these values into 

Equation 1 and Equation 2, presented in the Material and Methods section. We find here a confirmation of the correlations that 300 

were produced in Table 3: the high negative correlation between the Entropy method and the CRITIC and dCRITIC methods 
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results in a complete reversal of the ranking order. The Entropy method returns results that are, at the top and bottom, the same 

as those returned by the SD and MW methods: satellite imaging still ranks as the most preferred innovation, and social media 

crowdsourcing as the least.  

As expected from the computation of the Spearman correlation matrix, the CRITIC, dCRITIC, and SD methods are the ones 305 

that produce the closest results. Across all weighting methods, with the sole exception of CRITIC, social media crowdsourcing 

seems to be the least preferred option among respondents. Satellite imaging ranks as the best innovation in three out of five 

methods (SD, MW, and Entropy) with mobile positioning data ranking first in the remaining two. Overall, the results suggest 

that satellite imaging is the most preferred innovation. It is evident, however, that the results are very sensible to the 

methodology used. The best innovation according to the entropy method, satellite imaging, ranks third under the CRITIC 310 

method. And the opposite is true for mobile data positioning, which ranks first under the CRITIC method and the dCRITIC 

method but then falls to the third place under the entropy method.  

As we had been able to anticipate, satellite imaging is the technology that ranks first under the SD and the MW method. We 

attribute this, again, to the small range of weights produced by these two methods. It is also interesting to note that these two 

are the only methods where the ranking orders are exactly identical.  315 

 

Figure 3: Final ranking of the technologies 

5 Discussion 

Below we first discuss the findings in relation to disaster risk management and societal resilience, with a focus on their impact 

on social capital, risk awareness, and disaster preparedness. We thereafter delve into the weighting methods and make some 320 

recommendations for scholars assessing digital technologies for disaster risk management.  
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5.1 Digital technologies for enhancing societal resilience 

The different weighting methods produce different results, which makes it difficult to draw conclusions about what digital 

technologies can improve social capital, risk awareness, and disaster preparedness. In general, the findings show positive or 

neutral perceptions of the digital technologies under investigation. When juxtaposing the digital technologies, we find some 325 

emerging patterns that indicate a preference of some technologies over others.  

Social media crowdsourcing received the lowest score in the survey in all criteria except Criterion 5 (“It can support citizen 

engagement in disaster risk management”), Criterion 10 (“It can be viewed as financially viable considering costs and 

revenues”), and Criterion 14 (“It receives local support from civil society and groups”). We attribute the poor ranking to the 

interdependence between social capital, risk awareness, and disaster preparedness in which a negative performance in one of 330 

them may reinforce negative performance in the others. It creates a viscous circle of cascades and unintended consequences. 

In the case of social media crowdsourcing, scholars find that it may generate data inaccuracies due to mis/disinformation and 

social biases (Fang et al., 2019; Nguyen et al., 2019). Data inaccuracies may have a negative impact on preparedness if 

integrated into risk and vulnerability assessments, contingency plans, and emergency exercises. Felice and Iessi (2019) note 

that inaccurate data generated from social media crowdsourcing may exacerbate disaster impacts. In line with previous research 335 

(Han et al., 2011; Nicholls & Picou, 2013), we believe that ineffective disaster response can erode  social capital and trust as it 

might cause a loss in confidence in disaster risk management authorities. 

Regardless of the weighting method, satellite imaging and drones yield similar benefits for risk awareness and disaster 

preparedness including improvements in data collection; better input to risk and vulnerability assessments; support to 

emergency exercises and contingency plans; and improvements in quality and access to crisis information. Given these 340 

similarities, satellite imaging and drones may be considered as alternatives i.e. investments should be made in one or the other 

but not both as they yield similar benefits. In line with previous research (Gray et al., 2018; Kucharczyk & Hugenholtz, 2021; 

Sajjad & Kumar, 2019), we argue that satellite imaging and drones can complement each other when applied in disaster risk 

management. Satellites and drones can support different aims, and offset different challenges as regard to accessibility and 

feasibility. As noted by Bansod et al. (2017), our findings indicates that satellite imaging and drones differs in terms of 345 

compliance with regulatory frameworks; financial viability; and social acceptance. Furthermore, satellites and drones offer 

imagery at different scales and therefore have different purposes and attributes. In disaster risk management, drones are used 

on a local scale and case-by-case basis while satellite imaging is more standardized.  

Practical barriers seem to pertain to all digital technologies regardless of the weighting method, which impede their integration 

in disaster risk management despite their potential benefits for social capital, risk awareness, and disaster preparedness. 350 

Noncompliance with regulatory frameworks, inadequate access to resources, and limited social acceptability apply across all 

digital technologies. In line with previous research (Bu-Pasha, 2018; Gambino & Tuzzolino, 2022; Harrison & Johnson, 2019; 

Santos & Rapp, 2019; Tsiamis et al., 2019), this indicates a gap between technological advancements and institutional contexts. 

Technological development seems to accelerate faster than regulatory frameworks and capacity development. We see a need 
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for going beyond technological solutions and consider the practical constraints faced by actors in disaster risk management, in 355 

order to strengthen social capital, risk awareness, disaster preparedness, and societal resilience.  

We collected data from respondents representing various regions with differences in disaster exposures and social conditions. 

Vulnerabilities are represented differently depending on context hence requiring different types of disaster risk reduction 

measures. For example, satellite based remote sensing cannot operate in cloudy conditions, whereas drones can (Emilien et 

al., 2021).  This study does not capture these contextual and situational differences. We, therefore, recommend future research 360 

to investigate social capital, risk awareness, and disaster preparedness in depth and in context, in order to make 

recommendations for policymakers and practitioners.  

5.2 Reflections on the weighting of the criteria 

We find that the choice of weighting method has a significant impact on the final ranking of the alternatives, while the way in 

which survey results and weights are aggregated to produce the final scores does not affect the ranking order. The final rankings 365 

produced by the methods are the results of the underlying assumptions on how to better treat the uncertainties and the 

distributions of stakeholders’ opinions. We, therefore, refrain from recommending one method over another. Instead, we 

suggest applying different weighting methods to observe what outputs are produced under different assumptions. This can 

mitigate potential uncertainties and biases. Using different weighting methods can increase robustness, reduce uncertainty, and 

improve credibility of the results.  370 

Our findings suggest that, when selecting the methods for evaluating alternatives, methods that share similar underlying 

assumptions and compute scores in a similar way should be avoided as the additional information they provide is not substantial 

and risk reinforcing the decision bias. The combination of methods with diverging theoretical assumptions can better recognize 

the uncertainty found in the dataset and account for unseen patterns. In our case, the CRITIC and dCRITIC methods yielded 

similar results and are hence insufficient on their own, as they both rely on an approach that is based on a correlation analysis 375 

among the criteria. The similarity of results under these two methods can be explained by the distance correction that the 

dCRITIC method adds to the CRITIC method and that has little effect on the computation of the results. It can be said that 

these two methods belong to the same family, as both stress the analysis of the correlation between the criteria as their main 

feature. Both methods thus build on similar assumptions. Because of this common trait, they may award similar weights to the 

same criteria leading then to similar results. We observed that the only two methods that produced the same exact ranking 380 

preferences of the technologies are the SD method and the MW method. We argue that this result is due more to a selection 

choice by the researchers than to the similarity in the computational steps. The MW method returns a null range of weights by 

construction: all criteria are assigned the same weight. The fact that we observe similar results from the SD method, we argue, 

is instead linked to the selection of a 4-points Likert scale. The selection of such a small scale returns a mean that is significantly 

close to the median. To provide an example, Mobile Positioning Data has an average score of 3.36 under Criterion 1 (“It can 385 

strengthen risk and vulnerability assessments”) and the distribution of scores for this technology under this criterion does not 

differ much from this mean: 51 of the respondents awarded 3 points and 50 awarded 4 points. The narrative does not change 
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for the same technology under Criterion 2 (“It can improve access to crisis information”), where the mean score is 3.37 and 

53 respondents awarded 3 points and 49 respondents awarded 4 points. The argument we are stressing is that with these 

distributions of results from the survey, all the criteria present similar, small, standard deviations. As the SD method awards 390 

each criterion a weight that is expressed as the ratio between that criterion’s standard deviation and the sum of all standard 

deviations across all criteria, it is clear that the weights will have close values and will then show a distribution that is similar 

to the one obtained with the MW method. The distribution of survey results, centered closely around the mean and therefore 

all very close to each other, is the reason, we argue, why the SD method returns weights that have similar value, the “flat 

distribution” observed in Figure 2. A larger Likert scale, i.e. with more scoring options, could potentially prevent such a result 395 

and return a different range of weights. 

Additional methods that consider alternative weight specifications and assumptions should be included to provide a robust 

analysis of the performance. In this case, we rely both on the Entropy method to provide additional insights as it makes use of 

probability theory instead of correlation or standard deviation analysis, and on the mean weight method, which makes no 

assumption regarding the uncertainties in stakeholders’ opinions by assigning every criterion the same weight. We show that 400 

the introduction of a method that builds on a different set of assumptions, the Entropy method, may completely change the 

results of the analysis.  

6. Conclusion 

Our study makes a contribution to the literature on disaster risk management by evaluating digital technologies for improving 

social capital, risk awareness, and disaster preparedness. We applied a multicriteria analysis that incorporated different 405 

weighting methods in order to test uncertainties in the relative degree of importance of social capital, risk awareness, and 

disaster preparedness for societal resilience.  

To overcome some of our shortcomings, we recommend that future research to engage in comparative case studies and provide 

a contextual assessment of how digital technologies can improve social capital, risk awareness, and disaster preparedness. We 

suggest looking into an array of empirical contexts to test their application in various geographical areas and situations. Future 410 

research can also explore potential negative spill over effects that cascade across social capital, risk awareness, and disaster 

preparedness when implementing the digital technologies in practice. We argue that the size of the scoring scale too may have 

a significant impact on the ranking of preferences in a multicriteria assessment. We therefore encourage further research on 

this topic to increase the awareness around this issue and prevent selection biases.  

To conclude, our study shows the potential of digital technologies in strengthening social capital, risk awareness, and disaster 415 

preparedness. We highlight the importance of using rigorous methodologies when assessing different innovative solutions for 

disaster risk management. Sensitivity analysis by comparing different weighting methods and testing different assumptions on 

how to treat uncertainties from survey results can enhance the communication of findings and improve confidence in the 

reliability of the results. The number of choices that a researcher makes is high, from the selection of a scoring scale to that of 

the weighting models, and this increases the likelihood of uncertain results that would not be confirmed by an alternative 420 
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approach. Different assumptions and different approaches should always be considered as a mean to increase the robustness 

of the results. Above all, this can improve decision making and societal resilience and in the long run protect human lives and 

economic assets. 
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