Response to the comments of Reviewer 2

The authors would like to thank the reviewers for their constructive and positive reviews of our manuscript. We would like to highlight several essential points that all three reviewers commonly ask:

First, our paper is a manuscript that proposes a new approach integrating the multivariate Bernoulli earthquake occurrence model and stochastic source modelling. As such, a natural scope/application of the new method is the time-dependent Probabilistic Tsunami Hazard Analysis (PTHA). We do not take a strong position as to which time-independent and time-dependent models are appropriate. However, we have noticed that the wordings in our original manuscript in supporting the time-dependent model for PTHA were relatively strong, and hence, once we are invited to revise the manuscript, we will soften our statements and clarify the motivation of the paper.

Second, the justification for the choice of the time-dependent PTHA model was not well presented in the submitted manuscript. We have prepared additional texts both in the introduction and the results and discussion sections (see details comments below) to highlight some more recent studies (i.e. Williams et al., 2019; Griffin et al., 2020; Moernaut 2020). Those studies suggest that the global paleoearthquake records provided empirical support for weakly quasiperiodic earthquake recurrence. Therefore, it can be used to justify the use of renewal models (i.e. Brownian Passage Time (BPT) model) for seismic/tsunami hazard assessment.

Third, this manuscript presents a new alternative to carrying out a time-dependent PTHA as a kind of sensitivity analysis using Indonesia (Sunda) applications. As such, we should recognize the limitations and challenges to be resolved. In our submitted manuscript, we did not provide the limitations of our study highlighted by the three reviewers. These include the 1D approach in earthquake rupture modelling, BPT parameter estimation using the Bayesian approach, and space-time earthquake rupture modelling. Subsequently, we will dedicate a new section explaining our limitations in the revised manuscript.

Fourth, a combination of multiple earthquake occurrence models can be included as a logic-tree approach. However, we did not explore this in this study as it is out of the scope. We stay on our objective: presenting a new method that combines multivariate Bernoulli and stochastic source modelling methods, which we hope to promote many applications in future.

Fifth, the valuable suggestion from the reviewers to re-do the analysis, specifically in the earthquake rupture modelling and Bayesian parameter estimation, is essential. We will re-do the earthquake rupture modelling and Bayesian parameter estimation and include the updated results in the revised manuscript:

For the earthquake rupture modelling:
• The instrumental events (i.e. the 2007a, 2007b and the 2010 events) will be excluded in modelling the time-dependent earthquake rupture.
• The earthquake catalogue data to develop a magnitude-frequency model for the time-independent approach will include the paleogeodetic records provided in Philibosian et al. (2017) by excluding the instrumental events (i.e. the 2007a, 2007b and the 2010 events). Therefore, both the time-dependent and time-independent approaches use similar earthquake data. An updated frequency-magnitude model will then be developed for the time-independent approach by fitting the Gutenberg-Richter (GR) relationship using Weichert (1980) method to treat the varying completeness magnitude. Moreover, the number of low-magnitude scenarios (i.e. < M 7.625) will be reduced by considering only the magnitude of ≥ M 6.0 (in the submitted manuscript, we use the magnitude of ≥ M 5.0).

For BPT parameters estimation using the Bayesian approach:
• The prior setup needs to be updated and adopt the uninformative priors, e.g. as used by Fitzenz et al. (2010).
• The BPT parameters estimation using the Bayesian approach will be further improved to use both the maximum a posteriori (MAP) and full posterior parametric uncertainty in defining the final BPT parameters to consider the uncertainty in BPT parameter estimation.

Furthermore, to respond to the reviewer's comments, we have copied the reviewer's comments and in italicized text.

High-level Comments

P1: Generally the paper argues that time-dependent modelling is more accurate, but doesn't provide strong justification for this. To my knowledge there are contrasting views on this in the literature, which should be represented in this paper. The language should be softened, and uncertainties better discussed (see detailed comments).

We thank you for these valuable comments. Subsequently, we will add the following texts (in the Introduction) once we are invited to revise the manuscript:

In general, the earthquake rupture can be modelled using two approaches: Poisson and non-Poisson. The Poisson approach employs a memory-less Poisson process for long-term hazard assessment and is commonly adopted for earthquake rupture modelling (e.g. Burroughs and Tebbens, 2005; Tinti et al., 2005; Orfanogiannaki and Papadopoulos, 2007). However, assuming a lack of memory between major earthquake occurrences is often viewed as a first approximation, inconsistent with the physics of elastic rebound (Reid, 1911; Anagnos and Kiremidjian, 1984; Berryman et al., 2012). As a result, many studies adopted a renewal
model of earthquake occurrence, i.e. non-Poisson model (Matthews et al., 2002; Zhuang et al., 2012; Field et al., 2014; Williams et al., 2019; Griffin et al., 2020) to carry out a time-dependent earthquake rupture modelling. More recent studies using global paleoearthquake records (i.e. Williams et al., 2019; Griffin et al., 2020; Moernaut 2020) showed that large earthquakes in the subduction zones recur more regularly than expected from exponentially distributed interevent times (i.e., a Poisson process). Specifically, the earthquake recurrence in the Mentawai Sunda subduction zone is categorized as more like a supercycle type (i.e. a combination of large gaps and clusters), demonstrating that successive large earthquakes are dependent on each other (Salditch et al. 2020). Therefore, this study adopts the renewal model (i.e. BPT distribution) for earthquake rupture modelling in the Mentawai segment of the Sunda subduction zone.

Moreover, across the content of the revised manuscript, we will soften the term of ‘the time-dependent modelling is more accurate’ to consider the reviewers’ comments.

P2: The maximum-magnitude is set to Mw9. In reality maximum magnitudes are quite uncertain (justified further below) and yet very impactful for the results. Again I expect they are likely more important than the effect of time-dependence in the current modelling. Many other PTHA studies treat this as an uncertain parameter (details below), and I suggest that issue is also addressed in this paper.

Thank you very much for your comments.

In this study, to integrate the spatio-temporal time-dependent earthquake rupture modelling, we adopt a 1D along-strike distance discretized into six segments. Each segment represents the smallest area that may rupture in tsunamigenic earthquakes. Such a 1D along-strike model is developed based on the past fault rupture, and the total distance of these 6 segments (i.e. 600 km) is used to represent the maximum magnitude scenario.

The maximum magnitude scenario was selected based on geodetic, paleo-geodetic, and paleo-tsunami studies (Zachariasen et al., 1999; Natawidjaja et al., 2006; Sieh et al., 2008). Those studies indicated that the accumulated slip in the Mentawai segment of the Sunda subduction zone might generate tsunamigenic earthquakes ranging from M 8.8 to M 9.1. Specifically, coral microatoll samples from 21 sites along 600 km of the Mentawai region were used to constrain the dates, spatial extents and approximate earthquake source models for tsunami generation (Natawidjaja et al., 2006; Shieh et al., 2008; Philibosian et al., 2014, 2017). In our study, the tsunami simulation can not be extended into more than six segments (600 km) due to the availability of the
coral microatoll samples beyond these six segments. However, this 600-km segment with a total area of 150,000 km$^2$, i.e. 600 km (length) $\times$ 250 km (width) is still consistent with the scaling relationships (e.g. Goda et al. (2016) and Thingbaijam et al. (2017)). Figure R2-1 presents the relationship between the fault areas and magnitude based on the Goda et al. (2016) and Thingbaijam et al. (2017) scaling relationships. The figure shows that the maximum fault areas used in this study represent the maximum magnitude of between M 9.0-9.2. Moreover, we allow the model to have a maximum magnitude up to about M 9.1 ($\pm$ M 0.1 of M 9.0) in developing the stochastic earthquake source model, and hence, such a number is still sufficient to represent the maximum magnitude event that may occur in the Mentawai segment of the Sunda subduction zone. Therefore, it can still be adopted to constrain the boundaries of finite fault models developed in this work.

![Figure R2-1. Fault areas and M relationships based on the Goda et al. (2016) and Thingbaijam et al. (2017) relationships.](image)

More importantly, we are aware that this is one of the limitations of our current work. Therefore, we will emphasize this issue in the following revised manuscript once we are invited to revise it.

P3: In so far as I can tell, there are a number of technical weaknesses in the scenario frequency modelling that should be addressed or clarified.

The tsunami hazard results do not seem account for uncertainties in the scenario frequency model parameters (e.g. b, rate of earthquakes, maximum-magnitude, and other parameters). This is true for both the time-dependent and time-independent models, although details of their parameters are different. Variation of the model parameters within the statistical uncertainties will likely have a substantial impact on the results, especially given only 10 events have been used to constrain the time-dependent model (which has many parameters). When these uncertainties are accounted for, I expect they will be larger than the current difference between the time-dependent and time-independent results. Given the 'many synthetic catalogues' approach used in
this paper, the uncertainties could be accounted for by randomly drawing different model parameters for each synthetic catalogue.

+ The long-term data (10 events over the last 450 years) likely has a time-varying magnitude of completeness; the earliest 8 events all have Mw>=8.3, while only the most recent 2 events (2007+) have Mw<=8. This is not surprising - a-priori we certainly expect that it would be harder to detect smaller earthquakes in the paleo data. But the statistical methods seem to ignore this issue. This could have a large impact on the fit of the time-dependent model.

+ The time-independent model is fit to different data than the time-dependent model, and the time-independent fit is dominated by small earthquakes (mostly having magnitudes well below the Mw 7.65+ that are of interest in this study). Even if there were no differences between the models, the use of such different data would lead to differences in their results. This makes it hard to determine the significance of the time-dependent model structure for the PTHA results. To remedy this, the long-term data should be used to constrain the time-independent model for larger magnitudes. This may require accounting for time-variations in the catalogue completeness (citations below), and placing less weight on low magnitude earthquakes (so they don't dominate the fit at higher magnitudes, which currently doesn't agree especially well with the data). This should help reduce the under-estimation of the earthquake frequencies with Mw>=8.3 (currently about three times less common in the time-independent model, vs the long term data).

+ The fit of the time-dependent model seems to ignore the change in completeness magnitude of the long-term data.

    Thank you very much for these valuable suggestions.

We realized that we have a few technical weaknesses in developing the earthquake rupture modelling, including:

(1) Use different catalogue data to model the magnitude frequency relationship between the time-dependent and time-independent models. The time-independent model adopts only the earthquake catalogue data from 1970, whilst the time-dependent data consider solely the paleogeodetic records from the sixteenth century.

(2) Consider a large number of small earthquakes (i.e. M 5.5 – M 6.0) for the time-independent model that is well below the minimum magnitude considered in this study (i.e. M 7.625).

(3) Include the instrumental events (i.e. the 2007a, 2007b and the 2010 events) for the time-dependent model that the paleogeodetic records can not detect.

Subsequently, the following revisions will be conducted in the revised manuscript once we are invited:
First, the instrumental events (i.e. the 2007a, 2007b and the 2010 events) will be excluded in modelling the time-dependent earthquake rupture.

Second, the earthquake catalogue data to develop a magnitude-frequency model for the time-independent approach will include the paleogeodetic records provided in Philibosian et al. (2017) by excluding the instrumental events (i.e. the 2007a, 2007b and the 2010 events). Therefore, both the time-dependent and time-independent approaches use similar earthquake data. An update frequency-magnitude model will then be developed for the time-independent approach by fitting the Gutenberg-Richter (GR) relationship using Weichert (1980) method to treat the varying completeness magnitude. Moreover, the number of low-magnitude scenarios (i.e. < M 7.625) will be reduced by considering only the magnitude of ≥ M 6.0 (in the submitted manuscript, we use the magnitude of ≥ M 5.0).

Consequently, we perform the initial modelling of the magnitude frequency relationship by considering the new earthquake catalogue (i.e. integration catalogue) to understand the difference in the magnitude frequency distribution before and after the integration of paleogeodetic records. The results show that the b value produced from the Weichert (1980) approach is far less than the previous model, i.e. b = 0.72 for the Weichert model vs b = 1.05 for the catalogue excluding the paleogeodetic record. Furthermore, we plot the probability distribution of magnitude from the non-integrated (excluding the paleogeodetic records) and the integrated catalogues (including the paleogeodetic records) as shown in Figure R2-2. The figure clearly shows a significant change in magnitude probability for low (< M 8.0) and high (> M 8.3) scenarios. The probability of low magnitude in the integrated catalogue is almost twice smaller than the non-integrated catalogue. In contrast, the probability of the high magnitude of the integrated catalogue is twice higher than that of the non integrated catalogue. Such a change will definitely influence the final hazard curve of the time-independent model.
The modified results for comparing time-dependent and time-independent PTHA will be included in the revised manuscript, specifically in the methodology, results and discussions sections. We will run the new earthquake rupture modelling for the time-dependent case by excluding the instrumental events and update the results accordingly once we are invited to revise the manuscript.

There appear to be some anomalies in the Bayesian fit of the time-dependent model. The priors for some parameters seem to be set using the same data used for fitting, which should not be done with Bayesian statistics. Also, the figures show differences between the priors and posteriors that suggest a poor specification of the priors (details in comments below).

Thank you very much for these valuable comments.

We agree with the reviewer’s comments and will re-analyze the Bayesian estimation by updating the following steps:

- The prior setup needs to be updated and adopt the uninformative priors, e.g. as used by Fitzenz et al. (2010).
- The BPT parameters estimation using the Bayesian approach will be further improved to use both the maximum a posteriori (MAP) and full posterior parametric uncertainty in defining the final BPT parameters to consider the uncertainty in BPT parameter estimation.

**Detailed Comments**

Near L25: 'Over the next decades, major tsunamigenic events are anticipated in .... '. It sounds like "we expect large tsunamis in each of these subduction zones within a few decades". I don’t think this is well justified. Do the references really backup the ‘major events in the next-few-decades’ claim? Historically, time-dependent predictions over these kinds of timescales have not performed well for subduction zones (e.g. Rong et al., 2003).

We thank the reviewer for this comment.

We are aware that a statement of ‘possible major tsunamigenic event in the future may occur over the next few decades’ may be over-claimed. On the other hand, the recent studies by Philibosian et al. (2014, 2017) suggested that the next rupture of the Mentawai segments will occur in the next few decades. Such a finding is based on the past earthquake supercycles data taken from coral microatol samples since the 14th century. The rupture cascades on the Mentawai segment occur approximately every 200 years, with the last sequence of significant tsunamigenic events being the 1979 and 1833 events.
Moreover, the data show that a 40-year gap is found between the two largest events in each sequence (i.e. 1350/1388, 1658/1703, and 1797/1833). The intervals between other events during the 1500s and 1600s were all less than 40 years. With the last significant event occurring in 2007/2008, the next second event is expected to be in a sequence within the next few decades (i.e. ~ 40 years) and may occur within the next few decades (Philibosian et al., 2017).

However, we are aware that we do not discuss other findings (e.g. Rong et al., 2003) which counterargue the abovementioned statement. Therefore, we will soften the sentence in the revised manuscript to consider the uncertainty of such estimation as suggested by the reviewer.

Near L40: "...assuming a lack of memory between major earthquake occurrences is often viewed as a first approximation .." -- I think there are contrasting views on this in the literature, that should be represented in this part of the paper. For example Rong et al. (2003) are quite critical of assumed quasi-periodic earthquake recurrence (on empirical grounds). OTOH there is empirical evidence that large earthquakes tend to be weakly periodic, but without correlation between successive inter-event times (Griffin et al., 2020).

Thank you very much for this valuable suggestion. Subsequently, we will add the following texts (in the introduction) once we are invited to revise the manuscript:

In general, the earthquake rupture can be modelled using two approaches: Poisson and non-Poisson. The Poisson approach employs a memory-less Poisson process for long-term hazard assessment and is commonly adopted for earthquake rupture modelling (e.g. Burroughs and Tebbens, 2005; Tinti et al., 2005; Orfanogiannaki and Papadopoulos, 2007). However, assuming a lack of memory between major earthquake occurrences is often viewed as a first approximation, inconsistent with the physics of elastic rebound (Reid, 1911; Anagnos and Kiremidjian, 1984; Berryman et al., 2012). As a result, many studies adopted a renewal model of earthquake occurrence, i.e. non-Poisson model (Matthews et al., 2002; Zhuang et al., 2012; Field et al., 2014; Williams et al., 2019; Griffin et al., 2020) to carry out a time-dependent earthquake rupture modelling. More recent studies using global paleoearthquake records (i.e. Williams et al., 2019; Griffin et al., 2020; Moernaut 2020) showed that large earthquakes in the subduction zones recur more regularly than expected from exponentially distributed interevent times (i.e., a Poisson process). Specifically, the earthquake recurrence in the Mentawai Sunda subduction zone is categorized as more like a supercycle type (i.e. a combination of large gaps and clusters), demonstrating that successive large earthquakes are dependent on each other (Salditch et al. 2020).
Therefore, this study adopts the renewal model (i.e. BPT distribution) for earthquake rupture modelling in the Mentawai segment of the Sunda subduction zone.

L53-54: "Recent work has also used high-resolution spatial grids .... to produce more accurate tsunami hazard results (e.g. < 90m, ...)". I don't think we should describe "<90m" as high-resolution for onshore work, that is quite coarse. I might describe resolutions of 10m or less as high-resolution (e.g. Gibbons et al., 2020).

Thank you for this comment, and we agree that less than 10 m is a high-resolution grid. We will update the sentences when we are invited to revise the manuscript.

Near L67: "Since time-dependent hazard estimation leads to more realistic short-term results" -- this really needs justification, or removal. To my knowledge this point has not been demonstrated in general, and it may-or-may-not be true. I suppose for aftershock modelling there would be lots of evidence, but this study is using quasi-periodic modelling for large events, and I believe there is less evidence on this matter. In the Paleo record, some sites look more time-dependent than others, e.g. Griffin et al. 2020.

Thank you for this comment, and we will remove it from the manuscript once we are invited to revise it.

Near L74: "A uniform-slip was used, which may underestimate the hazard..." -- I believe Horspool et al. (2014) used a log-normal distribution to predict the (uncertain) heights at the coast from the uniform-slip scenarios, as a way of accounting for uncertainties due to the slip model and uncertain geometry. In principle this is supposed to compensate for the lack of slip heterogeneity. In practice it could either underestimate, or overestimate, the variability of natural earthquake-tsunamis. If their sigma were sufficiently large, it may even predict greater hazard than your model (I haven’t checked whether it does, just clarifying the principle).

Thank you very much for this critical comment.

We wrote such a statement because our previous study (i.e. Muhammad et al. 2018) has compared the tsunami hazard and risk assessment results between the uniform and stochastic source models. The study found that the uniform model significantly underestimates the tsunami hazards compared to the stochastic source models.

However, we will update the wording within the mentioned statement to consider the possibility of under-estimation/overestimation of the hazards from the work of Horspool et al. (2014).
L86: Please add a statement about why you use segments to define the rupture extents (I think it is related to the space-time modelling?).

The segments are used to integrate the spatio-temporal time-dependent earthquake rupture modelling. We adopt a 1D along-strike distance discretized into six segments with the length of each segment of 100 km. One discretized segment represents the smallest areas that may rupture in tsunamigenic earthquakes. Moreover, the total distance of these six segments is used to represent the maximum magnitude scenario.

L115: "magnitude-frequency distribution" -- Should this be "probability density function"? I think the MFD would include the factor \( \lambda_i \).

We agree with the reviewer's comment. This is a continuous probability density function. In our study, we approximated the continuous \( f(M) \) probability function with a discrete magnitude function \( P(M_j) \) (\( j = 1, \ldots, n \)) of \( n \) bins with bin width \( \Delta M \) and hence, we mention this term as the magnitude-frequency distribution.

L117: "frequency-magnitude distribution" -- It think this should be "Cumulative Distribution Function"? Furthermore I think you need to say that \( f_i(M) \) is the derivative of \( F(M) \) (and consider whether you need a subscript _i for F).

L125: In Equation 4, the subscript '_i' might be confused with the same subscript used to denote the source in Equation 2. Also, I think Eq 4 should use 'j' for consistency with notation in the paragraph just before Equation 4?

Thank you very much for your suggestion. We will change the terms for both lines in the revised manuscript if we are invited to revise it.

L127: Here I am concerned that you are not using the long-term paleo data to fit the GR model. Why not? The longer term data suggests a high rate of \( Mw \geq 8.3 \) (8 events in 450 years, rate around 0.018), quite a bit more frequent than suggested by your time-independent model (visually seems ~ 0.006 in Figure 1C, or one-third the frequency -- noting this fit is dominated by low-magnitude earthquakes, below magnitudes of practical interest for this study). As well as taking the opportunity to improve the model accuracy, this would be good because the long-term data is used for fitting the time-dependent model. The use of very different data to fit the two models allows for a substantial 'arbitrary' difference between their results, which is not related to their structure (temporal/non-temporal). I am concerned that this may dominate the differences in your results. I would suggest you fit the time-independent GR model using both the long-term and catalogue data (there are various approaches to treating the varying completeness magnitude, e.g. Weichert, 1980), while removing the instrumental events from the long-term data. Also, you might want to use fewer low-magnitude earthquakes to constrain the fit (to
reduce the influence of low-magnitude earthquakes on the fit, and better represent the data at magnitudes that matter for this PTHA).

Thank you very much for your comments. This issue is similar to your opinion in 'High-Level Comments'. We have discussed this issue in point number 3 above.

L135: Around here, could you please explicitly state that the time-dependent model does not have Mw-frequency curves that follow the GR distribution, over any time-scale. I didn't realize this initially, and it is obviously a very important point for the subsequent analysis. Perhaps a sentence highlighting that instead the Mw-frequency distribution will reflect correlations between rupture on different segments, which is parameterized by the model itself.

We thank you for this suggestion and agree that our time-dependent model does not use the same Mw-frequency distribution following the GR distribution as we model the time-independent approach. We will add additional sentences to clarify this issue in the revised manuscript.

L150: It looks like the magnitudes only go up to 9? I think this is neglecting the large uncertainties in Mw-max. Neglect of those uncertainties may have a strong impact on the results. A few relevant points: Berryman et al. (2015) suggested uncertain Mw-max values in this region ranging from 9.0 - 9.6 based on scaling relations and the historical record. Such highly uncertain Mw-max values have been represented in PTHAs (e.g. Davies et al., 2017; Davies and Griffin, 2020). Horspool et al. (2014) allowed Mw-max on Sumatra to vary in 9.3 - 9.7. We know the nearby 2004 event had a magnitude exceeding 9 (around 9.2). From Tohoku we also know that Mw 9.1 can occur in relatively compact regions, smaller than the extents of your study. On this basis I don't think we can exclude the possibility of higher magnitude earthquakes.

Thank you very much for your comments. We have discussed this issue in point number 3 of responding to your 'High-Level Comments'.

L153: "..for each of those 21 rupture scenarios" -- suggest to add "geometrical" before "rupture scenarios", to be consistent with previous sentences. Here there are a few interacting concepts: "geometrical rupture scenarios (seems to be a magnitude plus a set of segments?)", "scenarios", "events" (is this the same as "scenarios"). I suggest you pick one term for each concept, and then use it consistently throughout the paper.

Thank you for this valuable suggestion. This 'rupture scenarios' may also explain both the magnitude and a set of segments; hence, we will add the geometrical before the rupture scenarios. We are also aware that the used terms in our manuscripts were not consistent. We will modify the mentioned terms (e.e. scenarios and events) to be more consistent in the revised manuscript.
L 164: "(one height for one simulation catalog)" -- does the height vary with space, or are we looking at the 'maximum height anywhere in the model'? The height mentioned here is varied in space, meaning that the tsunami height differs from one location to another. Figure R2-3 shows the tsunami heights along the western coast of Sumatra generated from the 300 stochastic models of M 7.75. The figure clearly shows that at each point, the height is varied depending on the earthquake source model parameters and the location.

Moreover, the height varies depending on the stochastic models. Therefore, each stochastic model produces a different height level due to different earthquake source parameters, particularly the slip distribution. We had 300 different height levels for each rupture scenario taken from the 300 stochastic earthquake source models.

L 172: "The results confirm that $N_{\text{sim}} = 100,000$ catalogues are sufficient to produce a stable result" -- stable in terms of what? The mean over all catalogues? Please make this clear, as I suppose individual catalogues must vary greatly.

Thank you for this question.

We are aware that we did not explain this issue clearly. The stable result here refers to the relative frequencies of the 21 rupture scenarios. Error! Reference source not found. R2-4 shows the relative frequency of each of the 21 scenarios. The figure is plotted as a function of the simulated catalogues over the seven target periods, i.e. 1, 5, 10, 20, 30, 50, and 450 years, where the simulation started in 2021. The results show that $N_{\text{sim}} = 100,000$ catalogs are sufficient to produce a stable result, and hence, we use $N_{\text{sim}} \geq 100,000$, varied for different periods.
Figure R2-4. Relative frequency of the 21 scenarios for different numbers of simulations.
L175-179: This section is confusing me. Above I understood that you used $N_{\text{sim}} = 100,000$ to get a stable result. But now it is suggested that many more catalogues were required for 1-50 years. Please edit to make this clearer.

[NOTE: Some sentences from the 'Results' section may help in this regard, mentioned below.]

Thank you very much for this comment. We have explained briefly in the manuscript about this issue and will add the following additional texts to explain this:

The need of more number of simulations for short periods (1-50 years) i.e. >100,000 catalogue is to obtain sufficient results at the probability level of $10^{-4}$. The probability level of $10^{-4}$ is in general used to represent the return period of several thousand (e.g. 2,500 years) relevant for tsunami hazard mapping purposes as one of the main goals we want to evaluate in this study. Subsequently, we adopt the 10,000,000 catalogues for 1-year earthquake rupture simulations because it is sufficient to obtain the hazard results at the probability level of $10^{-4}$. The number of simulations is then reduced by 10 at longer durations to minimize the computational cost, i.e. a total of 1,000,000 and 100,000 simulation numbers are used for 5 to 50 years and 450 years, respectively. Such numbers are enough to consider the probability level representing the return period of several thousand years (e.g. 2,500 years).

L197-199: "This number is consistent with the GR model". In my judgement they are "not very consistent", with the model under-predicting the frequency of large events (as discussed above, the GR model has a substantially lower frequency of Mw>=8.3). Note the 450 year record contains 10 events (Mw 7.8-8.9), but the first 8 events have Mw>=8.3, and the last two events are from the recent instrumental period. This suggests changes in the magnitude of completeness of the 450 year catalogue over time. A-priori we expect this would happen because Paleo records find it more difficult to detect small events. This issue should be accounted for when comparing the GR model with the long term data (and above I suggest that the long-term data should also be used to fit the time-independent GR model -- doing that will probably lead to significant increases in the modelled frequency of large earthquakes).

Thank you very much for your comments. We have discussed this issue in point number 3 (P3) of responding to your 'High-Level Comments'.

L205: "see Figure and Figure 5" -- missing Figure number.

L217: Suggest you use a word other than "scenarios" to denote the 21 "magnitude + set of-segments" combinations.
Thank you very much for your suggestion. We will change the terms for both lines in the revised manuscript if we are invited to revise it.

L250-ish: Above I argued that the long-term data (10 events, 450 years) is likely subject to a varying completeness magnitude, noting the only two events with Mw<8 events are recent instrumental events, and all others have Mw>=8.3. From what I can see, this 'changing completeness magnitude' is not accounted for in the statistical fit of the time-varying model (Section 2.2.2). I expect this would have a large effect on time-varying model fit - for example, overestimating the conditional probability of multi-segment rupture (which also effects the frequency of high Mw events), and affecting the BPT model parameters.

Thank you very much for your comments. We discussed this issue in point 4 of responding to your 'High-Level Comments'.

L250: "The prior median of mu for each segment is different, namely ....... These values represent the median interarrival time of earthquake rupture on each segment over the last 450 years". It sounds like you are using the same data both to specify the priors, and then to fit the model (?). In Bayesian statistics, the priors should be specified in a way that doesn't use the fitting data, or at least doesn't use it in important ways. Another potential problem with the methodology is suggested by Figure 9, where we see the prior and posterior for 'mu' are very different on some segments -- the posterior is more diffuse and often has a very different average (e.g. Panels A, I, K). This suggests the priors have been overly constrained in the analysis. Typically priors would be set either using data different used for fitting, or given weakly informative values.

We agreed with the reviewer's comment and will re-analyze the Bayesian estimation. The prior will be updated and adopt the uninformative priors (e.g. as used by Fitzenz et al 2010).

L310: This source zone has some history of "tsunami-earthquakes", with waves much larger than might be expected from the magnitude (e.g. Mentawai 2010). Can the current model produce similar large waves for scenarios with magnitude below 8, using the rigidity of 40GPA? I would be surprised if it can, although that will also depend on how concentrated the slip is allowed to be. Please add a comment on the capacity for the model to make 'tsunami-earthquake' type scenarios.

In our previous studies (i.e. Muhammad et al., 2017 and 2018), we confirmed that the slip distribution parameters (mean and maximum of slip and its spatial distribution) influence the tsunami hazard significantly. We believe that even for the magnitude below M 8.0, the tsunami hazard level from the stochastic
earthquake source models may produce a nonnegligible level of tsunami as found in the Mentawai 2010 event.

To confirm this, Figure R2-3 shows the coastal height along the coast of western Sumatra (Figure R2-3a) produced from the stochastic earthquake source models for the M 7.75 ruptured in the third segment (i.e. around the Mentawai Islands). The figure shows that the M 7.75 event may produce a significant tsunami height of about 3 m due to the concentrated slip close to the coastal line with a relatively high slip amount (i.e. 1-2 m of mean slip for M 7.75; Muhammad et al., 2018).

L317 "... 300 stochastic models are sufficient to simulate stable and consistent tsunami heights and depths" -- I think this must depend on the model region, and what you are interested in. For instance it would not give an accurate representation of the 99.5th percentile. Also for a model where only a very small part of the source-zone could affect the site of interest, one might need to generate many scenarios to get enough relevant scenarios. In summary, I don’t think you can refer to stability tests from another study to provide justification for using 300 models in this study. Instead, can you report on a test that is specific to this case?

Thank you very much for your valuable comments, and we agree that the number of simulations might differ from region to region. However, we have done a stability check for the stochastic tsunami simulation in the Mentawai-Sunda subduction zones in our previous studies (i.e. Muhammad et al., 2016, 2017, 2018) and confirmed that the 300 model is sufficient to produce a stable tsunami hazard results.

Figure R2-5. Convergence of estimated tsunami intensity measures (wave height) as a function of the number of simulations by considering six magnitude scenarios (M = 7.75, M 8.0, M 8.25, M 8.5, M 8.75, and 9.0) using the median (a) and the 95th percentile (b) of the tsunami heights.

To confirm that the 300 source model is sufficient in this study, we plot the 95th percentile and the median of tsunami height at a point along the coast of western Sumatra (Point no. 4 – P4 in Figure 2A) against the number of stochastic models from all magnitude scenarios (i.e. M 7.75, M 8.0, M 8.25, M
8.5, M 8.75, and M 9.0; see Figure R2-5). The figure confirms that, in general, it takes about 250 stochastic source models to produce a stable tsunami hazard. Hence, it clarifies that the number of stochastic source models used in this study (i.e. 300 models) is sufficient.

Therefore, we will add such an explanation in the revised manuscripts once we are invited.

L347: "... the final parameter estimates are taken from the maximum a posteriori". It would be better to account for the model uncertainty (also in Mw-max, b, etc), which should be substantial given the limited data available to fit the model, and will probably have a substantial impact on the hazard. One way to do this would be to draw a different parameter set for each of the large number of synthetic catalogues that are simulated.

We agree with the reviewer’s comments and will re-analyze the Bayesian estimation by updating the following steps:

1. The prior setup needs to be updated and adopt the uninformative priors, e.g. as used by Fitzenz et al. (2010).
2. The BPT parameters estimation using the Bayesian approach will be further improved to use both the maximum a posteriori (MAP) and full posterior parametric uncertainty in defining the final BPT parameters to consider the uncertainty in BPT parameter estimation.

Section 3.1: As discussed earlier, please comment on why the 'mu-priors' for some segments are so different to the posteriors (little overlap for Fig 9 panels A, I, K). This is surprising given especially considering that the priors were apparently constructed using the same data used for fitting. To me it suggests weaknesses in how the priors were constructed, or some other problem.

We thank you for these valuable comments and are aware that the BPT parameter estimation needs to be re-evaluated by considering different prior models. Therefore, we will update the new results once invited to revise the manuscript.

L356-360: This is a very clear description of how the catalogue duration was defined. I suggest you move this to the earlier methods section (where I expressed confusion about the method).

We will move this section to the methodology as suggested.

L360 and Figure 10: Regarding the validation of the annual seismic moment release: Considering that the data was used to fit the model, I don’t think the observations/model are particularly consistent on segments 3 and 4. In both cases the observed data exceeds the 90th percentile of the model. Again this seems to suggest some under-estimation in the model, as discussed
repeatedly above. Please check that this is all correct following revisions, and if it is, add a comment explaining why this is nonetheless reasonably consistent.

Thank you very much for your comments. We have discussed this issue in point number 3 (P3) of responding to your 'High-Level Comments'.

L379: Figure 11C is not a strong basis for making a point about which segments rupture more or less, because it is only 1 catalogue. Can you please make a figure that better justifies the points made in this paragraph?

We agreed and will update the figure accordingly to clarify our point.

Line 447 and Figure 12: The conditional probability of Mw9.0 (if an earthquake occurs) is larger in the time independent case. But I doubt that these results will be robust to parameter uncertainties in the time-dependent model, considering that limited data (10 events, that likely has time-varying completeness) was available to fit its many parameters. This further suggests the importance of considering model parameter uncertainties in the PTHA.

Line 451: One factor neglected in this discussion is the effect of using different datasets to fit the 2 models, which could cause differences in the results even if there was no other difference between the two kinds of models. I think the calculations in this paper should be revised so that the time-independent model is informed by the long-term data, and that parameter uncertainties in both the time-independent and time-dependent models are accounted for. In my judgment it is likely that the parameter uncertainties will could lead to differences in the results that are substantially larger than differences between the current time-dependent and time-independent models.

Thank you very much for your comments. We have discussed these issues related to the two lines in point number 3 (P3) of responding to your 'High-Level Comments'. 
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