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We thank all the referees for reviewing our manuscript and making highly constructive 

comments and suggestions. The comments and suggestions were formatted in light and 

dark blue text. The author’s response to the major issues is shown below in black text. 

Referee Jorge Ramirez: 

General comments 

In this study, a landscape evolution model, CAESAR-Lisflood (CL), is applied to a steep mountain 

catchment to assess the effectiveness of engineering works in reducing the transport of sediment. This is 

an applied study, that is straightforward, and demonstrates the use of CL in a highly dynamic landscape. 

Overall, the manuscript fits the scope of NHESS and would be interesting to modellers and practitioners 

working in mitigating geo hazards in mountainous regions. My concerns with the study are related to the 

choice of hydrological parameters, the physical plausibility of landscape changes, and the development 

of initial conditions. In addition, the clarity of the manuscript requires 

substantial improvement and I recommend the text is thoroughly edited by a native English speaker, with 

a background in fluvial geomorphology, before acceptance. Below are major comments that need to be 

addressed followed by a list of minor points and edits. 

Minor points and edits: 

In this part, we corrected, changed and rewrote the information and sentences according to the minor 

suggestions directly in the manuscript. Here we answer the questions.   

Table 1: “mess of farmland” needs to be reworded. Maps in table are quite small, perhaps remove them 

from the table and make them larger in a multi panel supplemental information figure, and reference this 

in the text. In the table you could add the summary statistics of the landslides derived from the maps (e.g. 

total area, min area, max area). 

Thanks for the suggestions. We removed Table 1 from the manuscript and reported it in the Supplemental 

Material to keep the manuscript concise. And we decided to delete the landslide scar distribution from 

the remotely sensed images and remove all the relative information from the table. 

Line 130: what do you mean by “lower reservoir was full of loose material.”, be more specific.  

We rewrote another sentence: “Nearly three years later, the storage capacity behind the upper dam 

remained 50% in 2016, while the transitional area dam cannot retain sediment.”. 

Line 145-146: Provide an example of a vegetation revetment.  

We referenced Lan et al. (2020) and took the trees planting as an example. 

Line 152: Change to NHESS citation format: (Tom J Coulthard et al., 2013)  



Line 152: Change to NHESS citation format: (T J Coulthard et al.)  

We confirmed that we cited articles formatted in the Copernicus publications, which NHESS asks for. 

And in-text citations linked the last name with the publication year between brackets.   

Line 185: Explicitly mention if the UP DEM does or does not contain dams.  

We changed the “DEM” into “the non-sinks DEM” to underline there were no additional operations. 

Line 192: You mention a field survey and how this led you to conclude the thickness of erodible sediment 

was spatially variable. In the text, elaborate more about the field survey and how it informed the 

production of the bedrock layers in CL.  

First, we replaced the complex start with “In terms of Section 2.2 (Herein, the source materials were 

introduced)”. And then, we showed the way of producing the approximate thickness values, estimated 

by the relative elevation of various objects to the ground level in five regions.  

Line 205: define bedDEMs and “In addition, DEMs were formatted to ASCII raster as required by C-L”  

We defined the bedDEMs in the first sentence of this paragraph. 

Fig 2.: The flowchart is redundant as the text has already described the process quite well. I like the 

figure, but without the flowchart and then change the caption accordingly.  

Considering the locations of the additional levees and vegetation revetments introduced in Section 3.2.2 

that we applied in Scenario EP in this figure, we removed it from the manuscript and added in the 

supplement material. And the captions were changed accordingly.  

Table 2: Explain the choice of setting the slope failure th “eshold so high (60 deg), wouldn’t this prevent 

the occurrence of landslides and lead to deep canyonlike incision?  

Considering the steep slope on both sides of deep gullies there distribute, we tended to set a higher slope 

failure threshold to replicate the geomorphic changes realistically. Additionally, we found that the 

probability of shallow landslides indeed accumulates from 20°to 50° in slope gradient between 2011 and 

2013 (Li et al., 2020). The slope angle was derivate from the DEM with 30 m spatial resolution, which 

caused a lower slope angle than that with a 10 m resolution. As such, we set 60°, which is lower than the 

65° used in a scenario without landslides (Xie et al., 2022b) and higher than the 50°. 

Line 269-270: Here you mention “damage” but what you are really calculating is exposure because you 

are not calculating a monetary value. Change the text to mention exposure, and I am assuming that a map 

of settlements or landcover was used to calculate the exposure, if so, provide this map in the supplemental 

information. If you didn’t use a landcover map, explain what you used to derive exposure.  

The “damage” used here might be misleading. We rewrote it into “The total area of affected grid cells 

representing erosion and deposition in each scenario was calculated to reveal the difference obviously. 

And the areas varied in depths were used to compare the extent of geomorphic changes in three 

situations.”.  

Line 317-327: The narrative you provide is fine, but you need to provide some values that support your 

comparisons.  

We rewrote the paragraph and underlined that “the areas of extreme, moderate, and light deposition 

decreased in the order of UP, PP, and EP, and the heavy deposition areas show the opposite trend, which 

mainly contributes to the checking dams and vegetation revetments.” 

Line 341-351: Add values to support the existing qualitative comparison. 

We qualified using Fig.6 and Fig. 7 to add the comparative results. 

In Figure 6, the EP map shows the levees blocking a tributary, is this a mistake in the figure or did you 

really block this tributary in the simulation. Please explain.  

We have checked carefully and ensured that the levees did not block the deep and narrow outlet of the 



tributary. 

Line 372: “Divisional erosion and deposition” doesn’t make sense  

We removed this headline and combined it with the headline of relative effectiveness. 

Line 373-379: Add values to support the existing qualitative comparison.  

There introduced descriptions of the similarities. We provided the qualitative comparison in the next 

paragraph. 

Figure 8: I am unsure what is plotted here or what type of plot this is. Is this the distribution of simulated 

geomorphic change after three years in the source, translational, and deposit areas? If so, are these 

boxplots? If these are boxplots, provide the median, IQR, whiskers and outliers. Add more explanation 

to the figure caption and the y-axis label should read “ “.  

We showed a new figure to explain better.  

Conclusion section: Here you need to further summarize your main findings because the current text 

reads like a repetition of the results. 

We have summarized four findings in a paragraph. 

Major comments 

A weakness of the study is the lack of calibration of the hydrological component in CL. As such, there 

is no way of knowing if the quantity and timing of the floods in the ungauged catchment are accurately 

replicated by CL. The hydrological parameters adopted (m-values) are from studies performed from 

nearby catchments but these studies also have not performed calibration to derive m-values. The authors, 

instead rely on landcover to assign m-values, but m-value is only partly dependent on landcover. For 

example, Ramirez et al.2022 found that in a mountain catcInstitute’sdeESRI’srrelated well with m-

value and not with landcover. To have greater confidence in the model, the authors need to provide 

hydrographs for the entire simulated period and, in addition, provide qualitative or quantitative data 

that confirms the physical plausibility of the simulated discharge, specifically the floods. 

1. The m-values 

The m-values in C-L influence the peak and duration of the hydrograph in response to rainfall (Coulthard 

et al., 2002), which are usually determined by the landcover (e.g., 0.02 for the forest, 0.005 for the 

grassland) (Coulthard and Van De Wiel, 2017). In our study, we united the value to 0.008 in our smaller 

catchment (14 km2) in Scenario UP and PP, which resembles the m-value of farmland covered with lower 

vegetation in the same catchment studied by Xie et al. (2022), Li et al., (2020) and Xie et al., (2018). In 

scenario EP, the m-value in the vegetation revetments area was 0.02 to distinguish the vegetation 

coverage. It has been calibrated in the more extensive catchment containing our study area (Xie et al., 

2018) by replicating the flood event in 2013.  

We have read Ramirez et al. (2022) intensively and learned the new and creative method to calibrate 

components. They determined m-values in the total catchment after perfect simulation results in a sub-

catchment according to the soil depth. And we think  

It would exist discrepancies between different regions. In our catchment, the vegetation counts more than 

the soil depth for the m-value, which is caused by the undetermined soil depth. Therefore, it is not the 

optimal method for our smaller study area distributed larger amount of landslides deposition and river 

alluvium stem from metamorphic sandstones and sandy slate.  



2. Calibration 

Admittedly, it is not enough for our calibration work to reference the parameters from the published 

research in the same catchment and use the recommended values by model developers. Considering the 

ungauged basins before 2015, we replicated the flash flood event in July 2018 by C-L to calibrate the 

hydrological components. 

There are no considerable differences in geomorphology, channel location, and land cover before 2013 

and after 2018 in our catchment found from the field surveys. Based on Scenario PP (with two check 

dams), we changed the rainfall series to the two-week hourly precipitation in July 2018, which is recorded 

by the rain gauge 2.5 km away from the catchment placed in 2015. The simulation results (Figure 1c and 

Figure 1d) showed the erosion and maximum flood depth deposition distributions in Scenario PP on July 

15th, 2018. As shown in Figure 1c and Figure 1d, we selected three locations randomly to compare the 

simulation results with remotely sensed images and photos. The results (Figure 2) showed reliable results, 

including sediment deposition and the peak flood depth, which indicate that the flash flood event was 

replicated successfully by the C-L. 

 

Figure 1: The input rainfall series (a and b) and simulation results of the flash flood event in July 

2018 (c and d). 



 

Figure 2: The comparison of the simulation results with images (GF-2 with 8-m resolution) and 

photographic evidence after the flash flood event in July 2018. 

3. Verification 

In section 5.1, we confirmed the plausibility of the simulated results using deposition depth evaluated 

from photos. Herein, we add the discharge of the entire simulation period for Scenario PP. As shown in 

Figure 3, we compare two types of discharge recorded in published research (Feng et al., 2017; Guo et 

al., 2018) with those of simulation results to confirm the physical plausibility. And we captured five flood 

events where the daily precipitation was more than 50 mm in 2013, and the peak discharge was up to 

63.6 m³/s. 

 

Figure 3: (a) The simulation discharge in 2011-2013 in Scenario PP; (b) the verification location; 

(c) the comparison of the simulated to the recorded discharge. 

In this study, CL simulations have produced locations of deep erosion between 3-10 m in a period of 

three years. This is quite a bit of erosion in such a short period and in some instances would produce 

features in the simulated landscape that resemble small canyons. Could you verify that these erosional 

features are physically plausible by providing photographic evidence from the observed landscape and 

comparing them to cross-sections from the simulation? Or provide any other type of validation that 



supports such extreme erosion across the simulated landscape. In addition, across all simulations (Fig. 

5a), there are instances of erosion that exceed 3 m in the downstream area where erodible thickness is 3 

m. Can the authors explain how simulated erosion can exceed the thickness of the initial erodible 

sediment? Likewise, in this study, how is it possible for CL to produce erosion between 10 and 15 m, if 

the maximum depth of erodible sediment in the catchment is 10 m? 

4. Revised erosional and deposited features 

Many thanks for your reminder, and we apologize for our mistakes in showing the abandoned simulation 

result, where the input basedDEMs were generated improperly. Now we update the revised figures as 

shown in Figure 4 and Figure 5, showing the spatial distribution of erosion and deposition. We correct 

the description (extreme erosion (<-7 m), heavy erosion (-7--3 m), moderate erosion (-3--1 m), light 

erosion (-1-0.1 m), micro change (-0.1-0.1 m), light deposition (0.1-1 m), moderate deposition (1-3 m), 

heavy deposition (3-7 m), and extreme deposition (>7 m)) in section 4.1 and 4.2. After checking all the 

figures, tables and numbers, we ensure that all the analysis results and input parameters are consistent 

and from our optimal simulation.  

In addition, we thank the reviewer for his suggestions about the figure’s details. 

 

Figure 4: (a) Simulated geomorphic changes over time for three scenarios; (b) the exposure area 

included deposition and erosion for three scenarios; (c) the distribution of deposition and erosion 

at the conclusion of the simulation for the three scenarios. 



 

Figure 5: Geomorphic changes at the conclusion of the simulation at key spots for the UP, PP, and 

EP scenarios. The top row is the upriver section containing dam 1, dam 2 and the vegetation 

revetment. The bottom row is the downriver section containing levees. 

5. Verification of erosion and deposition 

As shown in Figure 6, we verify the erosional and deposited features by providing photographic evidence 

from the observed landscape and compare them to cross-sections from the simulated results. 



 

Figure 6: The comparison of cross-sections from the simulation results to the photos in the field 

measurement locations after 2013 in Scenario PP. 

In the study, there is no mention of establishing initial conditions by spinning-up the model to mix the 

grain sizes. If spin-up was not performed, can the authors provide an explanation. If spin-up was 

performed, could you briefly explain how it was done in the methods. Regarding the choice of bedrock 

elevation (Fig. 2), could the authors provide the physical basis for the choice of erodible thickness values 

and locations of these values. 

6. Spin-up processes 

Admittedly, we didn’t spin up the model to mix the grain sizes. The purposes of the process are to 

eliminate the ‘walls’ and the ‘depressions’ in the cells and avoid the intense erosion in the hill slope in 

the early run time. Actually, we preprocess the DEMs by filling the sink based on Environmental Systems 

Research Institute’s (ESRI’s) ArcMap (ArcGIS, 10.8) to eliminate the problematic pixels. Moreover, for 

our catchment, the fine grains were distributed homogeneously in the hill slope and the channel five years 

after the strong earthquake. Therefore, we think a huge difference would not exist. However, we will 

continue to compare the difference in future work.   

7. Erodible thickness values 

It is difficult to provide direct evidence like drilling operations and the fine map because of the steep 

terrain and a large amount of landslides deposition in these post-earthquake fragile mountains. The 

bedrock elevation was evaluated mainly from the published research from the trusted official institutions 

in China (Feng et al., 2017; Guo et al., 2018) and verified with our field survey. The institutions described 

their research using the prompt and accurate hazard inventory and the UAV survey.  

  



Referee #2 

Here we added headlines to those comments that required more details 

First and foremost, is the lack of proficiency and fluency in the use of the English language and 

grammar, which is consistently poor throughout this paper. This makes it very difficult to comprehend 

the contents of the paper – for example, it is not clear what the methods were, or how sets of parameters 

used in simulations were obtained/derived. Because of this, it was also not clear how the results were 

obtained and what they actually represented, and consequently, whether the resulting discussion and 

conclusions could be substantiated or supported. Overall, while the aims and objectives could be 

understood, it was not easy to determine if they had been met. Unfortunately, the author’s unfamiliarity 

with the English language meant that too many sentences were variously incomplete, made no sense, or 

utilized inappropriate or misspelt words. 

Admittedly, the English language in this research is not proficient and fluent. We have revised carefully 

in the manuscript. 

Some comments and suggestions for improvement: 

Rather than try to describe the background to the CAESAR model and how it works themselves, I believe 

the authors could more clearly and succinctly acknowledge this by referencing existing publications 

which describe this ie. Coulthard et al 2012.  

As C-L users, we introduced the background of the C-L and the relevant parameters’ definitions to 

understand well, and we rewrote this section concisely in the manuscript. 

As currently written, descriptions of specific parameters and methods used in this study and the scenarios 

modelled are poorly described, or not described at all – for example: 

a table of parameters lists values used in simulations, yet there is no explanation of how or why the 

values in the table were selected or used – for example, those representing vegetation parameters (shear 

stress, age to maturity, proportion of erosion) - were selected and utilized in model simulations for the 

scenarios in this study.  

8. Parameters 

We admit that some parameters were not introduced in detail, except for the definitions, such as shear 

stress, age to maturity, and proportion of erosion.  

Some sensitive parameters to the model (Skinner et al., 2018) were referenced from some published 

research in the same catchment, such as the sediment transport formula, grain size and corresponding 

proportion and the slope failure threshold (Xie et al., 2018; Li et al., 2020; Xie et al., 2022a). In addition, 

we add the calibration of the components in C-L in the first reply. Other parameters in Table 2 are from 

the default values recommended by the developers (such as the max erode limit in the erosion/deposition 

module and the vegetation critical shear stress) in https://sourceforge.net/p/caesar-lisflood/wiki/Home/.  

The authors do not explain why they selected some of the parameters ie why a specific sediment 

transport equation was selected. Depending on the sediment transport equation applied, very different 

model results may occur.  

The sediment transport equation was sensitive to the C-L model (Skinner et al., 2018), and we selected 

the Wilcock and Crowe referenced from published research studied in the same catchment (Xie et al., 

2018; Li et al., 2020; Xie et al., 2022a). The Wilcock-Crowe equations are among the more widely used 

formulae for predicting fractional bed load transport rates in gravel bed streams. They are developed 

using bed load transport information obtained in laboratory flume experiments with bed material 

https://sourceforge.net/p/caesar-lisflood/wiki/Home/


sediments ranging in particle size from 2.83 to 64 mm (Wilcock et al., 2003). Another alternative equation 

is Einstein-Brown, developed by uniform sediment and lightweight materials ranging in sizes from 0.785 

to 28.65 mm based on flume data. From the grain sizes in our study area, the Wilcock-Crowe equations 

would be the better choice.   

It is not clear what rainfall data was used in the simulations – whether different sets of data were used 

for different scenarios, or one set was applied across all scenarios. The text about the downscaling rainfall 

data is simply confusing and does not address this.  

9. The downscaled rainfall data 

Firstly, we revised the description of the temporal downscaling process as follows. 

In this research, we compared three scenarios using identical precipitation data during 2011 and 2013, as 

mentioned in section 3.1. The daily source precipitation of one station in 2011-2013 was downloaded 

from China Meteorological Administration (http://data.cma.cn). The rainfall intensity and the 

frequency of extreme events affect patterns of erosion and deposition (Coulthard and Skinner, 2016; 

Coulthard et al., 2012). And we used the stochastic downscaling method to generate hourly data to best 

capture the hydrological events in this study, which was introduced by (Li et al., 2020; Lee and Jeong, 

2014). The referenced hourly precipitation was measured from the pluviometer located 20 km from the 

study area in 2016, with annual total precipitation of 684 mm. The rainfall in 2016 was characterized by 

(1) hourly precipitation from 1.1 mm to 35.4 mm and (2) the maximum and average duration of a rainfall 

event up to 24 h and 2.8 h. The main processes of the downscaling method are as follows. 

⚫ extracting the measured daily rainfall closest to the referenced daily rain in 2011-2013 through the 

threshold setting and producing the genetic operators from the extracted hourly precipitation;  

⚫ mixing on the genetic operators by genetic algorithm (Goldberg, 1989) composed of reproduction, 

crossover and mutation and repeating until the distance between the predicted daily rainfall and the 

measured rainfall is less than the threshold;  

⚫ normalizing the hourly precipitation to remain the daily rainfall value unchanged. 

The input of generated hourly precipitation is catchment lumped in Scenario UP and EP and divided into 

two separate but identical rainfall in Scenario EP. 

Additionally, we added Table 1 to address the scenarios settings and the input rainfall in the revised 

manuscript. 

Table 1: The main settings and input for the three scenarios. 

Scenario Descriptions Period DEM (10 m) Rainfall data 

UP no anthropogenic intervention 

2011-2013  

(3 years) 

UP DEM 

UP bedDEM 
downscaled hourly 

precipitation in the 

period (lumped) PP 
the present two blocking dams upstream 

without dredging work 

PP DEM 

PP bedDEM 

EP 

additional vegetation revetments in the 

source area and levees in the deposit area 

based on Scenario PP 

EP DEM 

EP bedDEM 

downscaled hourly 

precipitation in the 

period (spilt) 

 

As written, it is not clear how results are obtained or substantiated from the methods. The authors make 

assumptions about the ability of the model to erode that are not supported or substantiated by any 

evidence. Specifically, the authors describe how they have attempted to incorporate levees and dams into 

simulations by simply increasing the elevation in certain areas and not changing other parameters such 

as particle size. While this reviewer agrees it may temporarily reduce flow, in the longer term, this may 

http://data.cma.cn/


well lead to increased erosion in other areas around the sides of the dam / levee. 

10. Verification and assumptions 

We have added the verification in the first reply section 3 and 5, including comparing the simulation 

results with the hydrographs and photographic evidence.  

We incorporated levees and dams into simulations by changing the surface DEMs and bedDEMs of dams 

and levees described in section 3.2.1.  

Admittedly, there were many assumptions in our simulation work, and we ignored the particle size 

changes before and after the dams and levees. The study of increased erosion around the sides of the 

dams and levees is limited in the C-L model because of the unattackable settings near the engineering 

facilities. Actually, we paid more attention to the short-medium effectiveness of the interventions, which 

represented the regional features analyzed from the erosion and deposition in the total catchment and the 

output in the outlet. If possible, we would study from a smaller scale by using other simulation models 

or field surveys in future work.  

The authors have demonstrated a poor use of figures and tables to support their results. Specifically,  

figures variously lack scales or annotations to indicate where the areas of erosion or deposition are (eg 

figure 5), or where other features (such as dams) referenced in the text are located (eg figure 1).  

Thanks for the suggestions. We added the scales before, but they looked odd because the figure aims to 

show the distribution of erosion and deposition. At last, we decided to remove the scales and other 

annotations in the newest one. 

Some figure captions do not make sense eg figure 2 does not clearly show any chart or process for 

generating the bedrock DEMs. Some figures do not appear to contain the information described in the 

text. 

Thanks for the suggestions. We removed this figure from the manuscript. 

Tables are present in the manuscript which are not referenced in the text; different tables share the same 

number (eg there are 2 tables labelled as table 2); and some tables do not identify what the units in the 

table represent. 

We checked again and revised the manuscript. 

Finally, the author’s use of referencing is poor and inconsistent. 

Thanks for the suggestions on references. We have revised the references using the standard styles. 

  



Referee Christopher Skinner: 

In the second Table 2 (there are two) on page 22, the sediment conservation ability in the source area 

increases from 0.5 to 0.55 between the PP and EP scenarios, yet I don’t think there are any additional 

interventions in this area (levees and vegetation are in the deposit area). I think this may be an effect of 

the way the authors have applied the spatially varied “m” in the model. In UP and PP, the “m” has a 

global value of 0.008 and in EP the vegetated areas are given a separate value of 0.02. It isn’t stated by 

the authors but I believe their rainfall input is catchment lumped (please could the authors confirm). 

My understanding of CL is that for a lumped input it will average all the “m” values and create a single 

lumped input from it, in this case making the input for the whole catchment less flashy. Alternatively, the 

authors could specify two separate rainfall input areas, one for the vegetated area and one for the rest 

of the catchment, in effect making two hydrological response units (HRUs) for the model, each with its 

own input based on the local “m” value. I don’t think this needs to be done for a revised manuscript as I 

doubt it would change their conclusions materially, but it should at least be acknowledged. 

Firstly, we have corrected the tables’ labels. We agree the increase of the sediment conservation ability 

between the PP and EP scenarios is an effect of the spatially varied m values in the model, which 

supported the stabilizing sediment with vegetation roots. 

Further on “m”, I concur with the comments from Jorge that where possible the value should be calibrated 

against gauged data. If this is not available, basing the value on land cover, as the authors have done, is 

reasonable. However, the authors are using downscaled hourly rainfall, not observed hourly rainfall, so 

any calibration would need to account for this. 

I also concur with Jorge’s comment on spin-up period. There are no details in the manuscript and it 

would be helpful to know. In this case, where much of the eroded material is fresh and loose, it could be 

argued a spin-up might actually be a counterproductive in this instance. 

11. Calibration and spin-up processes 

We answered the same questions in section 2 and 6, where we replied to referee Jorge Ramirez. 

The downscaling of the rainfall to hourly is really important (as shown nicely in Figure 3). Sorry to push 

one of my papers, but Coulthard and Skinner (2016: https://doi.org/10.5194/esurf-4-757-2016) provides 

some analysis of why and it would be useful to refer to this here. Unfortunately, I found the description 

of how this was done not clear – please could the authors revisit this description so it is easier to follow. 

It would be useful to also know the spatial resolution of the rainfall product used and the spatial resolution 

it applied to the model with (I assumed it was lumped). 

12. Rainfall data 

Thanks for the recommendation. The findings from a range of simulations have revealed that using time-

averaged climate inputs may be under-predicting basin sediment yields and introducing spatial biases 

through under-predicting or over-predicting erosion (Coulthard and Skinner, 2016). We have referenced 

in our revised manuscript to explain why we downscale the daily rainfall into hourly rainfall. 

The description of the downscaling method was revised in section 9. The input of generated hourly 

precipitation is catchment lumped in Scenario UP and PP and divided into two separate but identical 

rainfall in Scenario EP. We added a table described in section 9. 

A verification of the model outputs for the PP scenario by comparing them to real-world observations 

would strengthen the analysis of the paper. For example, Figure 10 and related discussion could be 



included within the results as a form of verification for the model outputs. 

13. Verification 

Similar to the reply in section 3 and 5, we add the verification in the discharge and erosion/deposition at 

crucial spots. As shown in Figure 3, we compare two types of discharge recorded in published research 

(Feng et al., 2017; Guo et al., 2018) with those of simulation results to confirm the physical plausibility. 

As shown in Figure 4, we verify the erosional and deposited features by providing photographic evidence 

from the observed landscape and compare them with cross-sections from the simulated results. 

I would recommend that the authors include in the discussion notes on how the outputs of this analysis 

could be used – ie, why is this work useful. Is the intention that these modelling approaches will be used 

in the future to design debris-flow management schemes and help to inform decision making, for example? 

14. The discussion of the application  

Followed by the recommendations, we enrich the first section in the discussion about model uncertainty 

and application. The application was discussed as follows. 

The methods applied in the study further demonstrate the role of C-L as a tool to understand the short-

medium term or long-term geomorphology changes (Ramirez et al., 2022; Li et al., 2020; Coulthard et 

al., 2012) and observe the effectiveness of natural hazard interventions measures provided different 

rainfall patterns. For example, the mitigation facilities in this study were effective, especially engineering 

efforts that cooperated with vegetation revetments in the upstream area, which would help decision-

makers to optimize the management strategies to control mountain disasters. Geotechnical engineering 

has disadvantages, even though it is a mature technology that identifies and fixes problems quickly (Cui 

and Lin, 2013), such as the greater work and expense and the difficulty of maintenance. While the ‘green 

development’, the vegetation cover was effective to prevent erosion by strengthening topsoil and 

absorbing excess rainwater with its roots (Reichenbach et al., 2014; Stokes et al., 2014; Forbes and 

Broadhead, 2013; Mickovski et al., 2007). Alternatively, the methods could be used to study the tree 

planting patterns on different slopes. 

On the language in the manuscript, I found the vast majority of the manuscript well written and easy to 

follow. There were a few instances where phrasing is not quite comfortable and I think some editorial 

guidance would be sufficient to improve these. Some in-line references contain initials and these should 

be corrected. 

Thanks for the suggestions and we have polished the language and revised the references in the new 

manuscript. 
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