
Responses to review comments

We deeply appreciate reviewers’ valuable comments and kind suggestions. We have revised the

manuscript in line with the review comments. Responses to reviewers’ comments are summarized below.

The revised parts are colored in red in the following responses and the revised manuscript.

#RC1 2021/5/17

RC 1-1

How do you consider the impact of something being destroyed, such as a levee breach? If that

impact is not considered, I don’t think any good surrogate model can make predictions!

https://nhess.copernicus.org/preprints/nhess-2021-77/#RC1

This study mainly aims to present a framework for instant tsunami prediction using a reliable surrogate

model and to demonstrate its potential through numerical examples. As you pointed out, it is important

for the realistic risk evaluation of tsunami run-up to consider the impact of something being destroyed.

However, as you may know, a levee breach and the failure of buildings caused by the tsunami force are

still challenging research topics, since relevant numerical methods have not been fully developed yet.

In addition, even if we had them at hand, the results would be unreliable in most actual situations

because the input parameters and analysis conditions involve lots of uncertainties. If the validity of

the calculation results cannot be guaranteed, the corresponding surrogate model does not make sense.

Therefore, we think that this is hardly the time for considering the effects of the failure in the proposed

framework. However, because we also believe that the effect is important for realistic risk evaluation,

The point are hence left for future work.
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#RC2 2021/6/27

RC 2-1

This paper examines how tsunami impact can be predicted rapidly using mode decomposition of

the results from 2D (shallow-water) propagation modelling coupled with 3D (Navier-Stokes) inundation

modelling. The surrogate model with mode decomposition reproduces quite well the time-series and

maps of run-up and impulses. The mini work-flow of how the mode decomposition surrogate model

is clearly presented in Figure 1. What is a little more unclear to me is the overall workflow and

purpose of the work. The title uses the term ”Real-time” which, in my world, is reserved for urgent

or situation computations where the process is initiated by a real-world trigger (observational data or

human intervention) and that the computations are running against a real-world clock. Is this the

case? Otherwise, ”Rapid” is probably a better term – that indicates fast computation.

Our final goal is to predict the damage caused by tsunamis in the city using real-time observational

data and to provide the extent of damage as soon as possible. However, as pointed out by the reviewer,

such a prediction is not synchronized with the tsunami events and rather a rapid action in the limited

condition. To express this point clearly, we have replaced the term ”real-time” by ”Rapid” throughout

the manuscript, including the title.

【Original manuscript, page 1, title】
Real-time Tsunami Force Prediction by Mode Decomposition -Based Surrogate Modeling

【Revised manuscript, page 1, title】
Rapid Tsunami Force Prediction by Mode Decomposition -Based Surrogate Modeling

【Original manuscript, page 1, line 1-2】
This study presents a framework for real-time tsunami force predictions by the application of mode de-

composition based surrogate modelling with 2D-3D coupled numerical simulations.

【Revised manuscript, page 1, line 1-2】
This study presents a framework for rapid tsunami force predictions by the application of mode decom-

position based surrogate modelling with 2D-3D coupled numerical simulations.

【Original manuscript, page 3, line 55-56】
The present study proposes a framework for real-time tsunami force predictions by the application of

the POD-based surrogate modelling of numerical simulations.

【Revised manuscript, page 3, line 55-56】
The present study proposes a framework for rapid tsunami force predictions by the application of the

POD-based surrogate modelling of numerical simulations.

【Original manuscript, page 3, line 68-70】
In Section 3, the proposed framework is applied to a target city to construct the surrogate model that

enables real-time predictions of tsunami forces equivalent to the 3D tsunami runup simulations.
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【Revised manuscript, page 3, line 69-71】
In Section 3, the proposed framework is applied to a target city to construct the surrogate model that

enables rapid predictions of tsunami forces equivalent to the 3D tsunami runup simulations.

【Original manuscript, page 3, line 71】
2 A proposed framework for the real-time tsunami force prediction

【Revised manuscript, page 3, line 72】
2 A proposed framework for the rapid tsunami force prediction

【Original manuscript, page 4, Figure 1】
Figure 1. Flowchart of the real-time tsunami force prediction by mode decomposition-based surrogate

model.

【Revised manuscript, page 4, Figure 1】
Figure 1. Flowchart of the rapid tsunami force prediction by mode decomposition-based surrogate model.

【Original manuscript, page 16, line 240-242】
In this application example, in addition to the two input parameters, time is introduced as another

parameter because when predicting damage in real-time, it is necessary to evaluate the state of time-

related developments in addition to spatial distribution.

【Revised manuscript, page 16, line 255-257】
In this application example, in addition to the two input parameters, time is introduced as another

parameter because when predicting damage rapidly, it is necessary to evaluate the state of time-related

developments in addition to spatial distribution.

【Original manuscript, page 30, line 330-332】
Once the model was constructed, however, the calculation using the surrogate model took only a few

seconds, and because it was possible to calculate the spatial temporal distribution of the physical quantity

using arbitrary parameters, it would be possible to apply the surrogate model using the spatial modes

for real-time damage prediction.

【Revised manuscript, page 27, line 351-353】
Once the model was constructed, however, the calculation using the surrogate model took only a few

seconds, and because it was possible to calculate the spatial temporal distribution of the physical quantity

using arbitrary parameters, it would be possible to apply the surrogate model using the spatial modes

for rapid damage prediction.

【Original manuscript, page 31, line 354-357】
While the mechanism shown in this paper was designed for use with tsunamis, it has potential for use in

the real-time simulation of various disasters. Since numerical simulations of disasters typically involve

high computational costs, it is important to consider uncertainty in advance and perform a numerical

analysis before creating a surrogate model. That is, the real-time simulations developed by the surrogate
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model proposed in this work can be used as a tool to gauge the extent of disasters.

【Revised manuscript, page 27, line 375-378】
While the mechanism shown in this paper was designed for use with tsunamis, it has potential for use

in the rapid prediction of various disasters. Since numerical simulations of disasters typically involve

high computational costs, it is important to consider uncertainty in advance and perform a numerical

analysis before creating a surrogate model. That is, the rapid prediction developed by the surrogate

model proposed in this work can be used as a tool to gauge the extent of disasters.

RC 2-2

With regards to the total workflow, is it the intention that the full numerical simulations are

calculated beforehand and the surrogate model saved for application when a new tsunami event occurs?

Or are all the calculations performed in a new event and the surrogate model used to interpolate the

outcome to different parts of the parameter space to those calculated in the 2D/3D simulations?

In the framework proposed in this study, we carry out a series of numerical simulations with selected sets

of fault parameters corresponding to expected scenarios beforehand. Thus, the number of selections are

limited and determined according to the degrees of accuracy and efficiency for constructing a surrogate

model. Once all the simulation results are obtained, a surrogate model is constructed following the

procedure described in Section 2. When an actual tsunami event occurs, the actual fault parameters are

given, so that the POD coefficients in the surrogate model can be interpolated in the parameter space.

Since the response is related to the next comment, it is explained in the next response.

RC 2-3

In any case, there will be a significant variability of the tsunami impact as the source parameters

vary (c.f. Table 1) – how is the decision made as to which are the appropriate parameters to be looking

at when interpolating the predicted impact using the surrogate model? Is it by real-time comparison

between observations and predictions?

Answering the above questions in the paper would help enormously in making the context of these

calculations clear.

As explained above, this study stands on the assumption that the fault parameters are given when an

actual tsunami event occurs. Because this point was not clearly mentioned in the original manuscript,

we have added the explanation in the revised manuscript as follows:

【Original manuscript, page 3, line 72-76】
This section describes a flow and methodologies of the proposed framework. As mentioned in previous

section, principal spatial modes are extracted from precomputed simulation data that are obtained from

2D-3D coupled tsunami analysis, and the surrogate models are constructed using the spatial modes for

the real-time tsunami force prediction. Fig.1 shows the flowchart of the proposed method. Each parts

of the proposed method, such as tsunami analyses, mode decomposition, and surrogate modeling, are

explained in details in the following subsections.
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【Revised manuscript, page 3, line 73-81】
This section describes a flow and methodologies of the proposed framework. In the framework proposed

in this study, we carry out a series of 2D-3D coupled tsunami analyses with selected sets of fault param-

eters corresponding to expected scenarios beforehand to obtain the limited number of scenario-specific

simulation results. Then, the principal spatial modes of tsunami forces are extracted from the precom-

puted simulation data to construct the surrogate models for the rapid tsunami force prediction. It is to

be noted that the coefficients of the modes are interpolated in the parameter space so as to be functions

of fault parameters. Thus, because this study stands on the assumption that the fault parameters are

given when an actual tsunami event occurs, the tsunami force prediction is made immediately using

the constructed surrogate model. Fig.1 shows the flowchart of the proposed method. Each parts of the

proposed method, such as tsunami analyses, mode decomposition, and surrogate modeling, are explained

in details in the following subsections.

RC 2-4

What exactly do the ”data vectors” in Equation (8) contain? (”data arranged according to a

certain rule”) – is it wave heights at the different grid points? Velocities? It would be useful to know

which values are stored for each grid point (h,ux,uy?)

The data vector in Equation (8) contains the physical quantities that are used to construct a surrogate

model. Specifically, in this study, the tsunami force and inundation depth at each grid point are contained

in the data vector. In order to describe the point clearly, we have added an more clear and specific

explanation around Equation (20).

【Original manuscript, page 16, line 250】
Here, x(U, λ, t) is a vector showing the spatial distribution of the risk indicator in relation to time.

【Revised manuscript, page 16, line 265-267】
Here, x(U, λ, t) is a vector containing the spatial distribution of a risk indicator in relation to time.

Specifically, in this study, the tsunami force and inundation depth at each grid point are selected for the

indicators and their time-series data are stored in separate data matrices, each of which consists of the

data vectors at each time.

RC 2-5

Can you comment on the boundary between the 2D analysis and 3D analysis?

It is typical to specify a given water depth at which the 3D-analysis would take over but the line

indicated in Figure (6) cuts across a bay very close to the inundation area with very shallow water on

each side. How does the transition from 2D to 3D happen on such a boundary? Would it have been

feasible to take the boundary further out to sea?

The time history data of two-dimensional simulation results, which are specifically the water depth and
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flow velocity, on the boundary are stored and transferred to the three-dimensional numerical analysis.

Since the time interval in the 2D calculation differs from that in the 3D one, the 2D results are linearly

interpolated in the time domain, and the interpolated values are given to the 3D analysis as input data.

Regarding the interface between the 2D and 3D domains, as the reviewer pointed out, there might be

more suitable position in offshore area. However, even in such a situation, it is necessary to consider the

connection between the boundary line and land area. In addition, we have to consider a curved boundary

that makes calculation cost increase because 3D analysis domain becomes larger. The advantage of the

current boundary position shown in Fig.6 is that the boundary can be a straight line. Therefore, we

selected the current position of the boundary line at the mouth of the bay. Because there was a lack of

explanation, we revised the manuscript as follows:

【Original manuscript, page 12, line 210-211】
An image of the location of 2D-3D boundary is shown in Fig. 6. The time-series data of the wave height

and flow velocity obtained from the 2D wide-area analysis were used as 3D input values.

【Revised manuscript, page 11, line 220-225】
An image of the location of 2D-3D boundary is shown in Fig. 6. The time-series data of the wave

height and flow velocity obtained from the 2D wide-area analysis are stored and transferred to the three-

dimensional numerical analysis by linear interpolation in space. Also, since the time interval in the 2D

calculation differs from that in the 3D one, the 2D results are linearly interpolated in the time domain,

and the interpolated values are given to the 3D analysis as input data. The reason why the 2D-3D

boundary is placed at the mouth of the bay is that the boundary can be defined by a straight line.

RC 2-6

In Figure 8, it would be helpful to have an indication of scale on each of the panels. Is each panel

a zoom-in of the previous panel? Does Figure 12 show us something fundamentally different to Figure

8? If so, it would be very valuable to know what is fundamentally different. It looks like there are

triangular elements in Figure 12 but not in Figure 8. Is this significant?

Thank you for pointing out the flaw in Figure 8. We have added the scale in Figure 8 as suggested.

【Original manuscript, page 14, Figure 8】
Figure 8. Images of FE meshes at different scales.

【Revised manuscript, page 14, Figure 7】
Figure 7. Bird view of FE meshes at two different rates of magnification.

Regarding the difference between Figs 8 and 12, Figure 8 shows the overall image of the mesh of the

target area, while Figure 12 shows 10-meter mesh that is generated to define the sub-domains in which

the tsunami force is evaluated. We think both figures are needed to illustrate how the tsunami force

is evaluated. Since the explanation for the structured grid in Figure 12 was insufficient in the original

manuscript, we have improved the description as follows:
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【Original manuscript, page 12, line 231-232】
To avoid this problem, we consider a 2D mesh with a grid size of 10m for evaluating the tsunami force.

An image of the mesh is shown in Fig. 12.

【Revised manuscript, page 13, line 245-247】
To avoid this problem, we consider a 2D mesh with a grid size of 10m for evaluating the tsunami force.

The tsunami force is evaluated by averaging in each of these sub-domains but not for each building in

this study. An image of the mesh is shown in Fig. 10.

RC 2-7

In Figure 7, the colour scheme is a little unfortunate with low-lying areas coloured in blue. When-

ever I see this Figure, I assume that I am seeing tsunami inundation with the blue areas representing

the region with inundation. Would it be possible to have blue at sea level and below and non-blue for

the region above land – or at least a clear line indicating the pre-tsunami coastline?

The confusion continues into Figure 9 where I guess it is the white which represents the inundation.

As pointed out by the reviewer, the blue area may look like a tsunami inundation area. We have

deleted Fig. 7, merged the elevation and area size information in Fig. 7 into Fig. 9, and added coastline

information to Fig. 9.

【Original manuscript, Figure 7 (page 13) and Figure 9 (page 14)】
Figure 7. 3D analysis area.

Figure 9. Snapshots of tsunami runup obtained in 3D analysis.

【Revised manuscript, Figure 8 (page 14)】
Figure 8. Snapshots of tsunami runup obtained in 3D analysis. The white-colored area represents the

inundation area.

RC 2-8

It would be nice to have the link to the inundation height observations in the caption to Figure 10.

This is for the journal to decide I guess.

We have added the information about the website in the caption.

【Original manuscript, page 15, Figure 10】
Figure 10. Comparison of inundation height between observation and numerical simulation.

【Revised manuscript, page 15, Figure 9】
Figure 9. Comparison of inundation heights between observational data and simulation results. (Obser-

vation data are provided by the 2011 Tohoku Earthquake Tsunami Joint Survey Group (2012))
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RC 2-9

Is the data matrix X in Equation (19) the same as the data matrix X in Equation (8)? I am

guessing not as I see the matrix in Equation 8 being a spatial discretization of simulation parameters

(time-dependent or not time-dependent?) Is the matrix X time-series for a single metric at one point

evaluated for different slip and rake as a function of time? What about the X in Equation (8)? This is

something evaluated for many points. I think all of this needs clearing up.

The matrix in equation (19) is different from that in equation (8). Equation (19) is a matrix containing

the time series data for one scenario and then the data matrix is defined as shown in equation (20) that

contains all the scenario data. Therefore, Equation (8) corresponds to Equation (20).

Note that, in the case of time-space mode decomposition, a data matrix is defined by storing the time

series data obtained for all the scenarios in the column direction and separately prepared according to

the parameter variation. Because this point was not adequately mentioned in the original manuscript,

we added the explanation around the equations (8), (9), and (20).

【Original manuscript, page 6, line 116-117】
Here, a vertical line is added to each column vector to implicate that the component alignment follows

the specified rule. The covariance matrix of the data matrix is defined as · · ·
【Revised manuscript, page 6, line 122-126】
Here, a vertical line is added to each column vector to implicate that the component alignment follows

the specified rule. In POD, the data matrix is generally constructed with the mean subtraction, but

in this study, the procedure was not applied because the accuracy of the constructed surrogate model

with subtraction was almost the same as the one without subtraction. In the case of time-space mode

decomposition, a data matrix is defined by storing the data for each time in the column direction. The

covariance matrix of the data matrix is defined as · · ·

【Original manuscript, page 17, line 255】
The previously described proper orthogonal decomposition was carried out for this data matrix.

【Revised manuscript, page 16, line 272-274】
In this study, because time-space mode decomposition is performed, the data for each calculation case

and each time are aligned in the column direction of the data matrix. The previously described proper

orthogonal decomposition was carried out for this data matrix.

RC 2-10

What is the quantity we are seeing in Figure 13? It goes from 1 to -1 – it is a fully-normalized data

vector? So there is no direct physical interpretation of these numbers? This should be made clear in

the figure caption.

Figure 13 shows a normalized representation of the spatial modes. As for the mode numbers, the

low-order modes have high contributions with respect to the original data (simulated results) and high-

order modes express minor effects. Because the physical meanings were not sufficiently explained in the
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original manuscript, we have added the explanation as follows:

【Original manuscript, page 17, line 263-267】
From these figures, it can be confirmed that the impact force distribution and inundation depth distri-

bution both have roughly the same spatial distribution characteristics. If we examine the characteristics

in more detail, in the case of the first mode, we can see the tendency for the coastal side to be most

strongly impacted. Naturally, since the points close to the coast are most affected by the tsunami, this

is a mode that best expresses this kind of impact. Additionally, the second mode expresses opposite

tendencies for the section close to the coast and the section behind it, and the third mode expresses

opposite tendencies for the eastern and western coastal areas.

【Revised manuscript, page 17-18, line 280-287】
The values in Fig. 11 show the normalized ones for each mode. From these figures, it can be confirmed

that the impact force distribution and inundation depth distribution both have roughly the same spatial

distribution characteristics. If we examine the characteristics in more detail, in the case of the first

mode, we can see the tendency for the coastal side to be most strongly impacted. Naturally, since the

points close to the coast are most affected by the tsunami, this is a mode that best expresses this kind of

impact. The second mode expresses opposite tendencies for the section close to the coast and the section

behind it, and the third mode expresses opposite tendencies for the eastern and western coastal areas.

In general, the lower-order modes have higher contributions with respect to the original data, while the

higher-order modes represent local effects and their contributions are relatively small.

RC 2-11

There are very many figures and I think a lot of care needs to be taken to make it clear in the

caption what is different for each figure from similar figures. (e.g. Figure 17 has a map with the

locations of evaluation points and we do not see until Figure 26 where these are applied. There are 29

figures in total and I would ask as to whether all are necessary. The reader struggles to understand the

significance of each of them. (e.g. Figures 28 and 29 are almost identical – we get the point.)

Thanks to these comments, we have reconsidered the arrangements of the figures and their captions

to make them easier to understand. The following table shows the all of the revisions of figures. The

revised captions are also shown in the list. The revisions of figures shown in the responses to RC 2-6, 2-7

and 2-8 are also included in the list. Because some figures have been merged, the figure numbers have

been changed after Figure 7.
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Figure numbers in

original manuscript

Figure numbers in

revised manuscript
Captions

1 1
Flowchart of the rapid tsunami force prediction by

mode decomposition-based surrogate model.

5 5
Comparison of tsunami heights between observational data

and simulation results. (borrowed from Kotani et al. (2020))

6, 11 6

Boundary between the 2D analysis and 3D analysis areas.

Points A to H are used to compare the inundation depths

between observational data and simulation results.

(© Google Maps)

8 7 Bird view of FE meshes at two different rates of magnification.

7, 9 8
Snapshots of tsunami runup obtained by 3D analysis.

The white-colored area represents the inundation area.

10 9

Comparison of inundation heights between observational

data and simulation results. (Observation data are

provided by the 2011 Tohoku Earthquake Tsunami

Joint Survey Group (2012).)

13, 14 11
Spatial modes of (a) impact force and (b) inundation

depth extracted by POD. (© Google Maps)

16 13

The root mean squared error for the results obtained

from the numerical analysis and those of the surrogate

model for each mode.

17 14

Evaluation points for comparing the results obtained

from numerical simulations and those of the

surrogate model. (© Google Maps)

18, 19 15

Snapshots of the results obtained from numerical

analysis and those reconstructed by using

spatial modes. (© Google Maps)

20 16

Comparison of time-series data obtained from

numerical analysis and those reconstructed by

using spatial modes.

22, 23 18

Snapshots of the results obtained from numerical

analysis and those obtained from the surrogate

model. (S2R3) (© Google Maps)

24, 25 19

Snapshots of the results obtained from numerical

analysis and those obtained from the surrogate

model. (S5R7) (© Google Maps)

26, 27 20
Comparison of time-series data obtained from

the numerical analysis and surrogate model.

28, 29 21

Comparison of impulses calculated from the results

of numerical analysis and those obtained

from the surrogate model. ((a)S2R3, (b)S5R7)

10



#CC1 2021/8/5

CC 1-1

This paper contains a very interesting analysis and you have obtained some impressive results.

Here are a few comments / suggestions that I hope might be useful.

There were a few things I was confused about regarding the mathematical description of the

algorithm that perhaps you could clarify:

Thank you for your valuable comments. Our responses are summarized below.

CC 1-2

In forming the covariance matrix (9) I guess you are assuming that the columns of X have already

had their means subtracted?

As the reviewer pointed out, it is sometimes better to subtract the means from the columns of the data

matrix. However, we did not subtract the means this time, because there was no difference in the cases

with consideration of subtracting the means and without it. Since the point should have been clarified,

we have added it in the revised manuscript.

【Original manuscript, page 6, line 116】
Here, a vertical line is added to each column vector to implicate that the component alignment follows

the specified rule.

【Revised manuscript, page 6, line 122-124】
Here, a vertical line is added to each column vector to implicate that the component alignment follows

the specified rule. In POD, the data matrix is generally constructed with the mean subtraction, but in

this study, the procedure was not applied because the accuracy of the constructed surrogate model with

subtraction was almost the same as the one without subtraction.

CC 1-3

In line 121, j=1,...,n should be j=1,...,N I think? and also in the summation in the denominator of

the equation on line 126 it should be N not n.

Because the number of the rows of the data matrix X is n, the size of the covariance matrix is n× n

as shown in Equation (9). This means n eigenvalues can be obtained. Thus, the expression, j = 1, ...n,

is correct.

CC 1-4

In line 138 where you say C and C’ have common eigenvalues, I think in general they have a

different number of eigenvalues, but any excess ones are all zero. You never make it clear how many

rows the matrix X has in this section, i.e. the number of observations, but I guess this is greater than

N in general so that C is a larger matrix than C’?

As the reviewer pointed out, C and C’ have a different number of eigenvalues. We should have stated

that they have common non-zero eigenvalues. Regarding the sizes of C and C’, as you mentioned, C is
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generally larger than C’ since the length of data vector n is generally larger than the number of scenarios

N. Because the meaning of the row of the matrix X was not clearly explained in the manuscript, we have

added an explanation in the revised manuscript. Revised parts are summarised below.

【Original manuscript, page 7, line 138-139】
It follows that the C and C ′ have common eigenvalues, each of which is equal to the squared singular

value of X, and that U and V in Eqn. (13) correspond to the eigenvectors of C and C ′ , respectively.

【Revised manuscript, page 7, line 147-148】
It follows that the C and C ′ have common non-zero eigenvalues, each of which is equal to the squared

singular value of X, and that U and V in Eqn. (13) correspond to the eigenvectors of C and C ′ ,

respectively.

【Original manuscript, page 6, line 112-113】
When n data are obtained for scenario case i, they are stored into a column vector denoted by xi, which

has n components.

【Revised manuscript, page 6, line 117-119】
When n data are obtained for scenario case i, they are stored into a column vector denoted by xi, which

has n components. Here, n is the number of evaluation points for risk indicators, namely the tsunami

force and inundation depth in this study.

CC 1-5

In line 156 do you mean only the coefficients αij for j=1,..,r not for j=1,...,p ? I guess so from (16),

but worth clarifying. So f(β) in general is a vector of length r.

The reviewer’s inference is correct. As stated after Equation (15), we extract only significant modes

from n eivenvalues/vectors to construct the surrogate model, which can therefore be a sort of reduced

order model. As the reviewer suggested, we have clarified this point.

【Original manuscript, page 7, line 156-157】
That is, coefficients αij are approximated as functions of parameters β by interpolation or regression,

which are denoted by fj(β).

【Revised manuscript, page 7, line 165-166】
That is, coefficients αik (k = 1, ..., r) are approximated as functions of parameters β by interpolation or

regression, which are denoted by fk(β) (k = 1, ..., r).

CC 1-6

In this paragraph why do you use subscript j rather than k as used in (15) and (16)?

As the reviewer points out, it is indeed confusing. To avoid unnecessary confusion, we have replaced

fj(β) by fk(β) in Section 2.3 and accordingly revised some parts in the section of the revised manuscript.
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In response to this revision, we have revised αij to αik in Section 2.3 of the revised manuscript because

it is more appropriate.

【Original manuscript, page 7, line 156-162】
That is, coefficients αij are approximated as functions of parameters β by interpolation or regression,

which are denoted by fj(β). Then, the surrogate model can be expressed in the following equation whose

independent variables are input parameters fj(β):

( Equation (16) )

In this study, fj(β) is determined by the interpolation with radial basis functions (RBF) (Buhmann,

1990) because it is applicable even if the parameters are not distributed in equidistant intervals and even

if some defects are present in the data.

RBF interpolation for fj(β) can be expressed by the following equation:

【Revised manuscript, page 7-8, line 165-171】
That is, coefficients αik (k = 1, ..., r) are approximated as functions of parameters β by interpolation or

regression, which are denoted by fk(β) (k = 1, ..., r). Then, the surrogate model can be expressed in the

following equation whose independent variables are input parameters fk(β):

( Equation (16) )

In this study, fk(β) is determined by the interpolation with radial basis functions (RBF) (Buhmann,

1990) because it is applicable even if the parameters are not distributed in equidistant intervals and even

if some defects are present in the data.

RBF interpolation for fk(β) can be expressed by the following equation:

CC 1-7

In (17), I think the exp(...) after the second = sign should be =
∑N

i=1 wi exp(...)

The reviewer is absolutely right. Equation (17) in the original manuscript is incorrect as it lacks some

symbols. We have fixed it.

【Original manuscript, page 7, line 163 (Equation 17)】
f(β) =

∑N
i=1 wiϕ(β,βi) = exp(−γ||β − βi||2)

【Revised manuscript, page 8, line 172 (Equation 17)】
fk(β) =

∑N
i=1 wiϕ(β,βi) =

∑N
i=1 wi exp(−γ||β − βi||2) (k = 1, ..., r)

CC 1-8

At first glance (18) seems to be a square N by N linear system so it seems no regression is needed,

so maybe it’s worth pointing out that it is really Nr by N since f(β) has length r.

f(β) has length N and Equation (18) is a square N by N linear system. Because N indicates number of

calculation cases and the set of weights are individually calculated in each mode. In terms of regression,

as stated in the manuscript, we used ridge regression (Hoerl and Kennard, 1970) to minimize the error

of the surrogate models and to prevent the overfitting problem while Equation (18) is a square N by
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N linear system. Because the point was not explained clearly, we have revised subsection 2.3 to avoid

confusion. In the revised manuscript, it’s emphasized that the weights wi and the RBF parameter γ are

calculated in each mode. Also, we have replaced f(β) by α because the description is more adequate.

【Original manuscript, page 7-8, line 162-167】
RBF interpolation for fj(β) can be expressed by the following equation:

f(β) =
∑N

i=1 wiϕ(β,βi) = exp(−γ||β − βi||2) (17)

where βi contains the set of parameters for case i, wi is the weight, and ϕ(β,βi)≡ exp(−γ||β−βi||2) are
RBF. Here, γ is the parameter controlling the smoothness of the function. Also, by substituting the set

of actual the input parameters in Eq. (17), we obtain the following simultaneous equations to determine

the set of weights wi:
f(β1)

...

f(βN )

 =


ϕ(β1,β1) · · · ϕ(β1,βN )

...
...

ϕ(βN ,β1) · · · ϕ(βN ,βN )




w1

...

wN

 (18)

【Revised manuscript, page 8, line 171-177】
RBF interpolation for fk(β) can be expressed by the following equation:

fk(β) =
∑N

i=1 wiϕ(β,βi) =
∑N

i=1 wi exp(−γ||β − βi||2) (k = 1, ..., r) (17)

where βi contains the set of parameters for case i, wi is the weight, and ϕ(β,βi)≡ exp(−γ||β − βi||2)
are RBF. Here, γ is the parameter controlling the smoothness of the function. Because fk(β) that is a

coefficient of mode k shown in Eq. (17) is individually interpolated, wi and γ have different values for

each mode. By substituting the set of actual the input parameters in Eq. (17), we obtain the following

simultaneous equations to determine the set of weights wi:
α1k

...

αNk

 =


ϕ(β1,β1) · · · ϕ(β1,βN )

...
...

ϕ(βN ,β1) · · · ϕ(βN ,βN )




w1

...

wN

 (k = 1, ..., r) (18)

CC 1-9

Lines 188-190 weren’t clear to me. Maybe say the slip was varied from 0.7 to 1.4 times the original

slip in the model of Figure 2. When I first read this I also thought you were varying the rake between

-20 and +25 degrees, which would be wrong for a subduction event, so maybe also make it even clearer

that these are the range of perturbations in the rake angle from the ones given by Fujii-Satake?

We determined the ranges of the fault parameters by following the calculation condition reported by

Kotani et al. (2020). According to the paper, JSCE (Japan Society of Civil Engineers (2011, in Japanese)

conducted calculations with different rake values and reported that ±10 is a suitable rake range. But

Kotani et al. (2020) changed the rake from -20 and +25 degrees to cover a more suitable range and check

the effect of the variation of rake. Hence, the range of the rake used in our study may not be based on

the real perturbations suggested in the Fujii-Satake model. Nevertheless, because the main objective of

our study is to propose the instant prediction of tsunami forces, we think the wider range of the rake is
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not necessarily an irrelevant condition. We ask for the reviewer’s understanding.

CC 1-10

In Figure 5 the cyan lines for the Obs. are very hard to see, maybe make these lines black or red?

As the reviewer suggested, we have changed colors of these lines in red and black.

【Original manuscript, page 11, Figure 5】
Figure 5. Comparison between observational data and simulation results (adapted from Kotani et al.

(2020)).

【Revised manuscript, page 12, Figure 5】
Figure 5. Comparison of tsunami heights between observational data and simulation results. (borrowed

from Kotani et al. (2020))

CC 1-11

Line 209, by ”concrete connection method” I think you mean the method for coupling the 2D and

3D methods together, but this was confusing to me at first. Maybe say something like ”To couple the

2D and 3D models together, the method used in the study of Takase et al (2016) was employed.” (By

”concrete” I think you mean the specific method employed here, and it might be better to use ”specific”

here and some other places. Since in English concrete is also a building material, and you are talking

about forces on buildings, there could be some confusion.)

Certainly, ”concrete” also means a building material and so may be not appropriate here as an adjective.

We have replaced ”concrete” by ”specific” as suggested by reviewer. We also applied same revisions in

some other parts.

【Original manuscript, page 8, line 184-186】
In concrete terms, in our study we used a fault model (Fujii-Satake model Ver. 8.0) (Satake et al. (2013))

composed of the 55 small faults shown in Fig.2.

【Revised manuscript, page 8, line 194-196】
In specific terms, in our study we used a fault model (Fujii-Satake model Ver. 8.0) (Satake et al. (2013))

composed of the 55 small faults shown in Fig.2.

【Original manuscript, page 12, line 208-210】
Using the results of the 2D tsunami analysis over a wide area as the input conditions, a 3D tsunami

analysis was performed to represent the tsunami runup in the target region. In terms of the concrete

connection method, the method used in the study of Takase et al. (2016) was employed.

【Revised manuscript, page 11, line 218-220】
Using the results of the 2D tsunami analysis over a wide area as the input conditions, a 3D tsunami

analysis was performed to represent the tsunami runup in the target region. As mentioned before, the

method used in Takase et al. (2016) was employed to couple the 2D and 3D models together.
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【Original manuscript, page 16, line 250-251】
Additionally, as a concrete parameter, Ui expresses slip in relation to scenario (slip), and λi expresses

rake in relation to scenario i.

【Revised manuscript, page 16, line 267-268】
Additionally, as a specific parameter, Ui expresses slip in relation to scenario (slip), and λi expresses

rake in relation to scenario i.

【Original manuscript, page 18, line 283】
In concrete terms, this coefficient can be expressed as fk(U, λ, t) as in the following equation.

【Revised manuscript, page 19, line 303】
In specific terms, this coefficient can be expressed as fk(U, λ, t) as in the following equation.

【Original manuscript, page 30, line 309】
In concrete terms, the error rate is calculated.

【Revised manuscript, page 25, line 329】
In specific terms, the error rate is calculated.

CC 1-12

Line 231, discussing the 2D mesh used for evaluating the tsunami force: do you average (or sum?)

the force over all vertical building faces that happen to lie in the 10m cell? It seems like this would

vary a lot from cell to cell just based on the particular geometry of the buildings. In particular some

cells might include no walls and hence have 0 force (?) while neighboring cells might have one wall or

perhaps at the corner of a building a cell has two walls. So I’m surprised the plots of forces look as

smooth as they do and perhaps you can say more about this?

The force is calculated by integrating the pressure acting on all the vertical faces of building within

each evaluation cell. Therefore, as the reviewer pointed out, the tsunami force strongly depends on the

surface area of buildings, and cells with no walls have zero force. Although we might have been able to

employ other risk indicators, such as average pressure, the force was considered to be the simplest to

check the result. Nevertheless, further insight into this aspect is left to future work.

CC 1-13

It is great that you can get a surrogate model that reproduces the time evolution as well as it does,

in addition to the spatial patterns. But I wonder if this is mainly because you are only considering

perturbations to the Fujii-Satake model in which the basic spatial structure of the fault slip is always

the same and so the time evolution shows similar sets of waves and arrival times, just somewhat varying

magnitudes? The results are still impressive, but I wonder if you can comment on how this might be

extended to developing a surrogate model that could be useful in real time for some earthquake that is

not a small perturbation of 2011 (which the next big one almost certainly won’t be).
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As the reviewer pointed out, one of the reason why we could reproduce the time evolution using spatial

modes would be that the basic spatial structure of the fault is always the same. Although we determined

the ranges of the fault parameters by following Kotani et al. (2020), as the reviewer suggested, we

might be able to check the potential of the surrogate models by considering wider range of the slip.

Basically, the surrogate models can work even under large perturbation if enough calculation cases are

available. But, even in that case, we have to consider the effective parameter sampling. This remains to

be explored in future studies. While the point had been explained in conclusion, we didn’t mentioned

about parameter sampling. Therefore, we have added the view point in the conclusions.

【Original manuscript, page 31, line 347-349】
However, when increasing the types of input parameters, as the number of scenarios that need to be

considered is immense, it is important to use an efficient method for setting the scenarios (McKay (1979)).

Furthermore, it is necessary to evaluate in advance the extent to which these uncertainty parameters will

fluctuate.

【Revised manuscript, page 27, line 368-370】
However, when increasing the types of input parameters, as the number of scenarios that need to be

considered is immense, it is important to use an efficient method such as parameter sampling (McKay

(1979)) for setting the scenarios. Furthermore, it is very important to evaluate in advance the extent to

which these uncertainty parameters will fluctuate.

CC 1-14

To develop a surrogate model that would handle a greater variety of quakes, perhaps it would be

necessary to give up on trying to model the full time-dependent solution and instead build a surrogate

model that only attempts to predict the maximum inundation depth and force, which might be much

easier to do and still very useful.

As the reviewer suggested, it might be better to construct the surrogate models for only the maximum

values in a greater variety of scenarios. But if we can consider both the space and time as in the

manuscript, the resulting surrogate model can contain various information and of course accommodates

the distribution of the maximum value. We believe there is still room for the time-space surrogate

modeling even in a greater variety of scenarios. Please allow us to discuss the point in our future works.

CC 1-15

I don’t understand some of the discussion in the paragraph just below Table 2 (lines 312-320). You

say ”the ratio of mean values was 434%...”. I think a ratio should just be a number, not a percent. Do

you mean the ratio was 4.34? And what mean values is this the ratio of? Is it the ratio of the error to

the true result, i.e. the relative error? This isn’t clear.

Maybe this would be clearer if you included also tables of the raw numbers you are comparing, it’s

not clear where these numbers come from or how they relate to Table 2.

In line 316-317 you give ratios like 0.78%. Again I’m not sure what you mean by a ratio as a
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percent, do you mean the ratio of error to true value is 0.0078?

As the reviewer pointed out, the explanation of the error indicated in Subsection 3.2.4 was not appro-

priate. It might be difficult to understand. We have modified the expressions and Table 2.

【Original manuscript, page 30, line 309-310】
For each of the physical quantities, the mean squared error for the time-series data of all points are

calculated. The results are shown as follows in Table 2.

【Revised manuscript, page 25, line 329-330】
For each of the physical quantities, the root mean squared error (RMSE) for the time-series data of all

points are calculated by using Eq. (21). The results are shown as follows in Table 2.

【Original manuscript, page 30, line 311-312】
With regard to Table 2, the ratio of the mean values was 434% for the impact force data and 414% for

the water depth data in S2R3 and 318% for the impact force data and 252% for the water depth data in

S5R7.

【Revised manuscript, page 25, line 331-333】
With regard to Table 2, the relative error to the mean value of time series data for a specific scenario

was 434% for the impact force data and 414% for the water depth data in S2R3 and 318% for the impact

force data and 252% for the water depth data in S5R7.

【Original manuscript, page 30, line 316-318】
Note that the ratio of the maximum values is 0.78% for the impact force data and 2.15% for the water

depth data for S2R3 and 0.78% for the impact force data and 2.04% for the water depth data in the case

of S5R7.

【Revised manuscript, page 25-26, line 337-339】
Note that the relative error to the maximum value of time series data for a specific scenario is 0.78% for

the impact force data and 2.15% for the water depth data for S2R3 and 0.78% for the impact force data

and 2.04% for the water depth data in the case of S5R7.

【Original manuscript, page 30, Table 2】

case name error [N] (impact force) error [m] (inundation)

S2R3 66930 0.326

S5R7 84017 0.404

【Revised manuscript, page 26, Table 2】
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Case name S2R3 S5R7

Impact force Inundation Impact force Inundation

Error (RMSE) 6.69× 104 [N] 0.326 [m] 8.40× 104 [N] 0.404 [m]

Mean value 1.54× 104 [N] 0.0787 [m] 2.64× 104 [N] 0.160 [m]

(RMSE)/(Mean value) 434 [%] 414 [%] 318 [%] 252 [%]

Maximum value 8.59× 106 [N] 15.1 [m] 1.08× 107 [N] 19.8 [m]

(RMSE)/(Mean value) 0.78 [%] 2.15 [%] 0.78 [%] 2.04 [%]

CC 1-16

In spite of my questions and possible confusion, in general I like the paper and believe it should be

published after some clarifications.

We thank the reviewer for taking time to review our manuscript with a lot of valuable suggestions and

appropriate advice. Thanks to the reviewer’s comments and suggestions, the quality of our paper have

improved significantly.
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#RC3 2021/9/22

RC 3-1

The authors tried to estimate the hydrodynamic force of tsunami acting on building through 2D

and 3D FEM. The paper is interesting, and from my personal point of view, the topic of this manuscript

fits well with the scope of the journal of NHESS. There are too many figures (snapshots), however few

explanations and not ready. Animations or supplementary files may be attached to improve readability.

Some other major issues are listed below:

We appreciate your valuable suggestion. We have provided animations that visualize the results ob-

tained in a calculation case (S3R5).

RC 3-2

1. One faulting model of Tohoku Earthquake 2011 is used in this study, however but it may not

(and should not) be reactivate at the same location and did not have the same magnitude. So it

cannot be applied to other events, nor can it ”predict” damages. Therefore,“real-time”tsunami force

predictions may not be useful because the events of 2011 have already occurred. The term ”real time”

may change with the reassessment of the power of the tsunami...

2. The method proposed by the authors is a time-consuming task and not taking into account the

faulting parameter of individual event. Likewise, the term ”real-time” may not be a suitable term.

As the reviewer pointed out, it takes much time to perform numerical simulations with a lot of scenarios.

However, all the simulations are conducted in advance to construct a surrogate model. Once the model

is completed, the real-time prediction is ready. That is, when an actual tsunami occurs and its fault

parameters are determined in some way, the present surrogate model can predict not only inundation

heights and areas, but also hydrodynamic forces of tsunami acting on buildings within a very short period

of time. Although we applied the proposed method to the Tohoku Eearthquake 2011 in this study, the

framework has broad utility and therefore is capable of estimating risks of other events.

Nevertheless, we have recognized that the term ”real-time” may not be suitable. Indeed, similar

comments have been left by other reviewers. In response, we have replaced ”real-time” by ”Rapid” in

the manuscript including the title. The revised parts are shown in the response to RC 2-1.

RC 3-3

3. There are too many figures, but similar…, need to be simplified. The wording of the manuscript

should be further elaborated so that the reader can understand what the author wants to express,

regarding to the figures.

4. Many figures is not ready, and some parts can be unified. E.g. Fig 6, 7, 8, 11, 17 etc.

As you pointed out, there may be unnecessarily many pictures and some of them can be simplified.

Also, there was some insufficient captions. Similar comments were also provided by the other reviewer

(RC 2-11). The merged and revised figures are shown in the response to RC 2-11.
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