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1 Model details and prior distributions for the statistical models

This document provides more details on the priors chosen for the models. For the Separate model, we used weakly informative

Gaussian priors for the three GEV parameters:

yi ∼GEV (µi,σi, ξi)

µi ∼N(800,100002)

σi ∼N(200,100002)1{σi>0}

ξi ∼N(0,0.52)

(1)

In Common, tide gauge specific GEV parameters are assumed to come from the same joint Gaussian distribution. We5

therefore need to define hyper-priors for six additional parameters and the corresponding hyper-parameters in our model:

yi ∼GEV (µi,σi, ξi)

µ∼N(µµ,σ
2
µ)

σ ∼N(µσ,σ
2
σ)

ξ ∼N(µξ,σ
2
ξ )

µµ ∼N(800,100002)

σµ ∼N(100,2002)1{σµ>0}

µσ ∼N(250,10002)

σσ ∼N(20,1002)1{σσ>0}

ξµ ∼N(0,0.52)

ξσ ∼ logN(log(0.05),0.52)

(2)
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In Spline, we used penalised cubic B-splines with first order random walk priors for the spline coefficients, expressed (e.g.)

for the spline coefficients of µ as αj = αj−1 +uj , j > 1, where uj ∼N(0, τ2) and α1 ∝ const. Let B denote K ×L matrix,

where K is the number of stations and L= 12 the number of B-spline basis functions. The spline model is expressed as10

yi ∼GEV (µi,σi, ξi)

µ=Bα

σ =Bβ

ξ ∼N(µξ,σ
2
ξ )

α1 ∼N(1000,100002)

β1 ∼N(200,10002)

αj ∼N(αj−1, τ
2
α), j = 2, . . . ,L

βj ∼N(βj−1, τ
2
β), j = 2, . . . ,L

τα, τβ
ind∼ N(0,1002)1{σµ>0}

µξ ∼N(0,0.52)

σξ ∼ logN(log(0.05),0.52)

(3)

For the GP model we use squared exponential kernel K based on distance d described earlier. The model specification is the

following:

yi ∼GEV (µi,σi, ξi)

µ∼GP (µµ,K(σµ,φµ))

σ ∼GP (µσ,K(σσ,φσ))

ξ ∼N(µξ,σ
2
ξ )

µµ ∼N(800,100002)

σµ ∼ logN(log(40),0.52)

φµ ∼ logN(log(100),0.12)

µσ ∼N(200,10002)

σσ ∼ logN(log(30),0.52)

φσ ∼ logN(log(100),0.12)

µξ ∼N(0,0.52)

σξ ∼ logN(log(0.05),0.52)

(4)
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