
Answer to reviews of “Projected Impact of Heat on Mortality and Labour Productivity under Climate 

Change in Switzerland” by Stalhandske Z., Nesa V., Zuwald M., Ragettli M., Galimshina A., 

Holthausen N., Roosli M. and Bresch N.B. (Manuscript ID: NHESS- 2021-1361)  

We would first like to thank the two referees for the helpful comments and suggestions to improve our 

work. Both reviewers expressed that our study have significant added value but that several points 

need to be addressed. We think that most point are relevant and will improve our study, as described 

in our point-by-point answer. The text written in black are the original comments provided by the 

referees. 

In summary, both referees first thought that the methods part was hard to follow, especially when we 

explain the methodology regarding heat-related mortality. Based on these comments, we need to 

restructure this section, and include parts of the supplementary information in the manuscript. Both 

referees also pointed out some short-coming in the methodology regarding heat-related mortality 

estimations and provided helpful suggestions to improve those. One referee also pointed out that some 

results were unexpected, which allowed us to find a mistake in the code. We are very thankful for that 

and have made sure to check the rest of the code. Finally, the first referee also pointed out that the 

methodology to estimate the experienced temperature of workers inside and outside building should 

be improved. We can also answer to most of these concerns by adapting our methodology and 

including other data. 

Review of “Projected Impact of Heat on Mortality and Labour Productivity under Climate Change in 

Switzerland” by Stalhandske Z., Nesa V., Zuwald M., Ragettli M., Galimshina A., Holthausen N., 

Roosli M. and Bresch N.B. (Manuscript ID: NHESS- 2021-1361)  

Extreme heat poses a major threat on society and economy. It is therefore important to quantify the 

magnitude and extend of this threat in the framework of climate change. The current study addresses 

this need by exploiting a high-resolution climate dataset and adopting a risk assessment framework in 

order to investigate the impact of heat on mortality and labour productivity in Switzerland under the 

present and future climate conditions. The topic is very interesting and significant added value can be 

provided by the study. However, the paper is subject to certain major limitations in its current form.  

First of all, the authors should provide a better description of the study’s conceptualization and merit 

in the “Introduction” Section. The statements in Lines 44-48 (“A few authors [...] for national 

assessments.”) are confusing for the reader (previous relevant studies were actually implemented at 

national scale, e.g., Zhang and Shindell, 2021).  

We agree with the referee that these sentences are not very clear and will be reformulated. What we 

were trying to say is that studies have been performed previously at national level but not using such 

highly spatial resolved data, based on downscaled climate ensemble on a 2km grid and hectare level 

information on the people exposed. The dataset representing the people and workers also contain a lot 
of details, allowing to know the sector in which people work at a 1km resolution, as well as their age. 

This is very valuable information as the vulnerability highly depends on these factors. We do not 

know of any study on heat impacts which used this level of information.  

The “Data and Methods” Section is too lengthy (6/15 pages of the manuscript + 14 pages in the 

supplementary information document) and lacks a concrete structure. It is really hard for the reader to 

follow the methodological concept, when he has to go through several sections and to continuously 

jump from the main document to the supplementary information (virtually in every paragraph in Lines 

81-174). The authors should adopt a more precise and comprehensive way that will assist 

interpretation and will also reduce the size of this Section, including the supplementary information. 

In this direction, I would suggest moving Table S1 in the main document and avoiding distinguishing 

sub-sections based on the risk components.  



The two referees have made comments regarding the structure and the length of the data and methods 

section. The modelling requires many steps, but the description needs to be simplified. We will 

reorganize this section by including the necessary elements for the understanding which are now in 

the supplementary information. The current structure, describing each component of the risk 

framework for both models at the same time, may not be intuitive for readers who do not work with a 

similar framework as we do. We therefore welcome the suggestion of the reviewer and will separate 

the data and methods section into the full description of the mortality model, and then the labour 

productivity model. 

Certain methods contain critical defects:  

• Hourly temperature values: Which other models did you test (please provide relevant 

documentation)? Why did you evaluate the applied method(s) only over four stations and only 

for summer 2018? Which are the “few days” presented in Figure S1? Could you please 

provide the whole JJA model-observation timeseries over all stations used for the evaluation 

(Bern, Geneva, Sion and Lugano)?  

The following two other models were tested: 

1. Method 1 from Reicosky et al. 1989. 

2. The CIBSE method from the Guide for Weather Solar and Illuminance Data, CIBSE, 

also described in Chow and Levermore 2007 

 

Figure 1: Observations and model for hourly temperature between for 30 days. The RMSE of the 

model for working hours is given. 

The timeseries for 30 days between August and July 2018 at the different stations are presented in 

Figure 1. We did not plot the entire time series as it becomes unreadable. This time range and station 

were chosen as we had access to these data already, and these are well representative for the different 
regions of Switzerland. Data can be obtained upon request for a larger time range and more stations if 

the reviewer still thinks that it is of importance in the modeling process. But we believe that on 



average the error will not be significantly different and the differences in error between the stations 

here are negligeable as the error induced by this step is much smaller than others. 

• Indoor temperature values: The model used for computing indoor temperatures is based on 

energy and daylighting simulations (Roudsari and Park, 2013). However, it is unclear if and 

which weather-related data were used for the application of the model. This is very important, 

as outdoor weather conditions are highly associated with the indoor temperatures. More 

specifically, the evolution of indoor building temperatures depends not only on the energy 

production and consumption of a building, but also on the radiation coming through the 

windows and exchanged between the indoor surfaces, the natural ventilation, the generation 

of heat due to occupants, and the impact of the air conditioning system (Salamanca et al., 

2010; Salamanca and Martilli, 2010; Matzarakis et al., 2020). The method applied by the 

authors neglects these critical factors.  

Further, the analysis that implemented for deriving the relationship between the indoor and 

outdoor temperature, lacks clarity, robustness and validity: How the percentage difference 

equation came up? Did you perform any kind of regression analysis? Why did you apply the 

analysis for only three hot days in August 2018? Did you validate the proposed formula 

against in-situ indoor observations?  

Figure 2: Daily curves for the relative difference of the inside temperature to the outside temperature for: the dashed gray 

line, the building model based on the 2018 hot summer days observed weather data, in blue the updated distribution used in 

the modelling of labour productivity losses and in red for the statistical 1/10 hottest summer for an RCP8.5 scenario for 

2060. The distribution of the uncertainty was adapted to fit the future projections compared to the manuscript. 

We thank the reviewer again for the relevant comment. Indeed, it was not explained in detail 

in the manuscript. For the analysis of indoor temperatures we applied a dynamic hourly 

model, which was tuned using climate files based on .epw data. In the climate file that was 

used for this study, the following inputs were given: dry bulb and dew point temperatures, 

relative humidity, atmospheric pressure, horizontal infrared radiation intensity from sky, 

direct and diffuse normal and horizontal radiation, wind direction and speed, present weather 

observation, snow depth, and liquid precipitation depth. We do not consider air condition 

here. As for the relationship, we cannot test it against in-situ indoor observations. We realize 

that this is a simplification of what really happens in a building. But each detail cannot be 

addressed at this scale, especially since we consider a representative building. We however 

believe that this is an important contribution as most study simply assume that the 

temperature inside is the same as outside. The points explained in this paragraph are now 

carefully addressed in the manuscript.  



An important improvement that we want to provide for this part, is by testing our estimation 

with new data that has been developed by MeteoSwiss based on the CH2018 climate 

scenarios specifically for building models with all needed inputs as described in the paragraph 

above1. The results of this analysis can be seen in Figure 2 for the 1 in 10-year event under an 

RCP8.5 for the year 2060, the red points correspond to the model results for all days where 

temperatures exceed 22 degrees. The distribution of the uncertainty was adapted in our model 

as shown in blue to a normal distribution based on the standard deviation of those points. 

Finally, we use the relative (or percentage) difference of indoor and outdoor temperature as 

we want to account for the different temperatures that can occur at a given hour. For example, 

a 2-degree difference would have a very different effect if it were 25 or 35 degrees outside 

and a relative difference can better account for the difference. 

• WBGT values: It is unclear how the authors concluded to the approximation equations for 

computing WBGT based only on temperature. Based on Figure S2 (Why did you plot only 

temperatures over 20 C? Does this also apply for the computations?), I assume that they 

applied linear regression analysis between WBGT and temperature. However, it is confusing 

for the reader because they refer to a “model” (black line) in the legend. They also provide 

observations mean (red line) on the Figure for the “model” verification. However, it is not 

correct to validate a linear regression relationship (“model”) against the same data that have 

been used for the development of the linear regression relationship. 

Further, the developed approximation WBGT formulas are based solely on outdoor 

temperature and humidity data, and a constant wind speed (Why constant? Please provide the 

equations used for the WBGT computations through the R package HeatStress). However, the 

authors apply the same formulas for the indoor environment (particularly, the shadow 

formula, assuming that the only difference between the indoor and outdoor environment is the 

lack of solar radiation in the first case, which is not true), using the estimated indoor 

temperatures. This cannot be considered valid. A different “model” needs to be developed and 

validated based on indoor measurements.  

From this comment and the one posted in the open discussion; we think that a better option 

for the calculation of the WBGT is to use the station level CH2018 climate projections. There 

are 50 stations available with all variables needed to calculate the WBGT in the HeatStress R 

package, and we will consider the nearest station to the working location in order to calculate 

the WBGT. This doesn’t allow to make use of the high resolution of the gridded climate 

dataset but will be more scientifically sound, and the 50 stations allow for a sufficient 

resolution to consider the variations between the locations. Also, the exposure (people 

exposed) data will remain at the current resolution. We have made a request for the climate 

data, and we will redo the analysis using station level climate data for relative humidity, 

temperature, radiation, and wind speed. 

As for the indoor/outdoor calculation, those were based on the R package HeatStress 

(Casanueva et al. 2019), which provides two WBGT calculations. One is based on Liljegren 

et al. 2008 and is described as “the implementation for outdoors or in the sun conditions”, 

while the second one comes from Lemke and Kjellstrom 2012, using the formulation from 

Bernard et al. 1999, and is described as “corresponding to the implementation for indoors or 

shadow conditions”. This second equation “assumes that there are no strong radiation sources 

(the globe temperature equals the air temperature) and wind speed of 1m/s, which 

corresponds to the movement of arms or legs during work.” The Bernard implementation is a 

good approximation for the WBGT in the shadow as shown in Figure 3, but it can also be 

calculate using the Liljegren et al. 2008 equation, including wind speed but setting the direct 

 
1 https://www.meteoswiss.admin.ch/home/climate/swiss-climate-in-detail/climate-scenarios-indoor-climate.html 

 

https://www.meteoswiss.admin.ch/home/climate/swiss-climate-in-detail/climate-scenarios-indoor-climate.html


radiation to 0. This however does not change the estimation much, but as it can easily be 

implemented, we will also do so. 

 

Figure 3: WBGT outside in the shadow calculated based on Bernard et al. 1999 and Liljegren 2008 

• Heat-Mortality association: How the polynomial function (equation (4) in supplementary 

information document) is associated with RR computed by Ragettli et al. (2017) and used in 

the current study? I do not agree with the assumption that the mean RR based on 8 Swiss 

cities is the same for all regions of the country. It may be a small country in terms of extends, 

but it characterized by high elevation variability, which is important for temperature and heat 

stress related studies. Further, the assumed low variability in RR among the 8 cities is not 

strongly supported by Figure S1 in Ragettli et al. (2017), e.g., Basel vs Berne.  

The output that we get from Ragettli et al. 2017 is the RR of excess mortality at each degree 

Celsius observed in the past and the 2.5th and 97.5th percentile to which we fitted a polynomial 

function. The fit is only needed for the rare case where the temperature would be outside of 

the past observed values (higher than 38 degrees). It is more common to use a natural cubic 

spline as a fit in these kind of analysis (Vicedo-Cabrera et al. 2019), as was also done by 

Ragettli et al. (2017). However, since we only look at the upper part of the function (above 22 

degrees), a polynomial is a good fit.  

As for the RR curves between cantons, there are significant differences and it would be more 

accurate to use functions based on local observed deaths, but we did not have access to those 

at the time of the analysis. A recent paper has however published an analysis looking at 

Figure 4: RR based on data from Schrijver at al. (2021) for 10 

cantons, please note that these RR functions are based on mean 

temperature, and not maximum temperature as in our study.  



difference in RR curves of heat related mortality based on mean temperature datasets (de 

Schrijver et al. 2021). We considered updating our study with these RR curves, from which 

the data fitted is shown on Figure 4. These are however do not provide the differences 

between the two age categories. The two main first authors of this paper are not 

epidemiologists and prefer to base our model on published relative risk functions. We 

however think that Figure 4 shows that the differences are small enough above 22 degrees for 

most places to be assumed to be the same over Switzerland. These are also very likely to 

change over time with adaptation. But ultimately, we are most interested in the changes 

induced by the climate and therefore also think that this assumption is reasonable.  

Mortality data are used for the period 2010 to 2019. The authors refer to them as daily deaths, 

but also as average daily deaths (Spatial? Temporal? It is unclear). Further, what is the 

geographical distribution of these data (e.g., at canton level)? What kind of deaths do you 

consider (e.g., all-natural)?  

The average (temporal) number of all cause daily deaths at canton level. We decided to use 

the average daily deaths in the summer months (May to September) for all of Switzerland to 

be consistent because the relative risk function are also swiss averages.  

What is the point of excluding heat attributable deaths by dividing the daily number of deaths 

(or average) with RR?  

The observed number of deaths already contains the heat related death. If we now add a 

relative risk to the number observed, this leads to an overestimation. We therefore apply a 

correction factor to get the average number of deaths not attributable to heat.  

What do you mean “evenly distributed deaths”? 

What we mean by evenly distributed is that we assume that the number of deaths is the same 

each day for the warm season (may to September). As seen in Figure 5, this is a reasonable 

assumption for these months.  

 

 

 

 

 

 

Figure 5: Weekly mortality in Switzerland for the years 2018 and 2013. Source: 

https://www.bfs.admin.ch/bfs/en/home/statistics/health/state-health/mortality-causes-death.html  

Why estimating the daily number of deaths per cell, when you have the actual number of 

deaths?  

We must estimate the number of deaths per cell (per hectar) from the total number of daily 

deaths in Switzerland based on how many people live in the cell.  

In which maximum temperature do you refer in Line 143-144?  

The maximum temperature is the daily maximum temperature. 

https://www.bfs.admin.ch/bfs/en/home/statistics/health/state-health/mortality-causes-death.html


Since the mortality data cover the present period (2010 – 2019), how do you estimate the 

number of daily deaths per cell in the future?  

The future mortality is computed by assuming that other causes of mortality stay constant but 

the heat-related mortality changes based on the relative risk functions. 

There are so many questions raised, as the described methodology is very complicated, not 

adequately justified, and not easy for the reader to follow.  

• Uncertainty and sensitivity analysis: Better justification needs to be provided concerning the 

uncertainties’ distributions. Especially the assumption of a triangular distribution for the 

indoor temperature uncertainties is arbitrary. Further, the RMSE computed only for four 

stations is used in equation (9) in the supplementary information document for considering 

hourly values uncertainty. Also, further details are necessary concerning the sensitivity 

analysis process in terms of tools and methods applied and the coverage of the data used 

(Figure S6 refers only to 2050 under RCP8.5). 

We agree that that the distribution for the indoor temperature is arbitrary, based on the new 

data that we have inputted in the building model, we decided to change it as explained above.  

For the RMSE of the hourly values, again we think that these should not be very different 

when considering more stations, but we can obtain more data to make sure that this is the 

case. 

As for the sensitivity analysis method, the model was run by blocking all variables time at a 

time at the maximum of the distribution except for one and running the monte-carlo 

simulation 1000 times. In the case of the climate model, there is no “maximum” that can be 

chosen, we therefore ran it for a randomly picked climate models, which is SMHI-

RCA_NORESM_EUR44. 

As a result of the above drawbacks in methodology, unfortunately, I believe that the outcomes of the 

study cannot be trusted at their present form. The authors honestly acknowledge the importance of the 

uncertainties and limitations in their work. However, they argue for the robustness of the study’s 

outcomes (Lines 12-13 in Abstract, Lines 235-26 in Discussion, and Lines 272-273 in Conclusions). I 

am afraid that this cannot be adequately supported.  

Other comments in the direction of improving the manuscript include:  

We thank again the reviewer for this valuable comments. We do not address each point individually, 

but they will all be implemented. 

o Lines 7 and 50-51: Please clarify that the two impact categories are (i) mortality and (ii) labour 

productivity, as in Lines 52-55.  

o Line63:What is the spatial resolution of the population geographical distribution used?  

The spatial resolution is of 1 hectare. 

o Line65: Please clarify that SI corresponds to “Supplementary Information” document.  

o Line 106: Please replace “(see (Kjellstrom et al., 2018))” with “(Kjellstrom et al.,  



2018)”. 

o Line 113: Please replace “(Ragettli et al., 2017)” with “Ragettli et al., (2017)”. The same format 

change also applies to other references in the text (e.g., Line 121, Line 128). 

 

o Figure 2 is repeated in the supplementary information document. I would suggest replacing Figure 2 

with Figure S3. The same also applies for Figure 3 and S4. 

 

o Mean and uncertainties in Figure 4 can be presented in a single plot. The same also applies for 

Figure 5. 

 

o The authors argue for the added value of using a high-resolution climate dataset in their analysis, 

but the canton level analysis is limited to two tables in the supplementary information document. I 

would suggest giving more details and emphasis, and promoting the regional-scale analysis.  

We will additionally make the gridded hectare data available as .tiff format as soon as the results are 

final. 

o Line211:Pleasedelete“4.0.1 Discussion of the results” 

o Line266: Please separate “ Conclusions” Section (i.e.,“5.Conclusions”)  
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