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General response 
We would like to thank referee 1 for the time taken to critically review our manuscript. We are very 
pleased that the referee finds the manuscript to be providing new insights on the topic of adaptation 
strategies at the global scale. The referee raised a number of specific comments and technical 
corrections. One of the most important is with regards to contextualization of the results, which was 
largely missing in the manuscript. Based on this, we have included a section dedicated to the 
contextualization and included information in the text to strengthen this. The referee also comments on 
the need to more explicitly state the innovative aspects and distinction of this study from previous 
assessments. We have addressed this concern along with detailed comments about the approach and 
methodology of this assessment. We believe that these revisions to the manuscript, and those detailed 
below, have led to a significant improvement in our manuscript. In the following pages, we respond to 
the comments of the referee point by point. Our responses are shown in italics. 
 
Referee: 1 
General comments 

The manuscript “Global scale benefit-cost analysis of coastal flood adaptation to different flood risk 
drivers” assesses the benefits and costs of four structural adaptation objectives at global scale until 2080. 
It further attributes the contribution of different flood risk drivers to the total adaptation costs under the 
‘Optimize’ adaptation objective. For this analysis, the authors first assess coastal flood risk expressed 
in Expected Annual Damages (EAD), followed by the estimation of adaptation costs, before conducting 
a benefit-cost analysis (BCA) for each adaptation objective. The study finds that all adaptation 
objectives have a high potential for reducing flood risk in a cost-effective manner; further, the 
contribution of sea-level rise (SLR) dominates adaptation costs in most regions. 

 

The study provides first estimates of the benefits of different structural adaptation objectives, taking 
into account a range of SLR and socioeconomic scenarios. It uses well-established methods and data 
and extends these for the purpose of this study, therefore providing new insights into the 
costeffectiveness of adaptation strategies at the global scale. However, the manuscript in its current 
form has a number of limitations and I therefore propose to reconsider the manuscript for publication 
upon revision of the following issues: 

• Many thanks for the encouraging words. We are very pleased that the referee finds the 
manuscript to provide new insights into the cost-effectiveness of adaptation objectives at the 
global scale. 



 

Specific comments 

 

1. As the study accounts for structural adaptation measures only, I would suggest adding this piece 

of information to the title of the manuscript. 

• Thank you: we have added ‘using structural measures’ to the title of the manuscript. 
 

2. While the introduction section cites the relevant background literature regarding coastal flood risk 
assessments, the current research gap is not pointed out clearly (l. 49-55). Consequently, the innovative 
aspects of this study do not become entirely clear. Similarly, previous work that has accounted for 
subsidence in assessing coastal food risk has not been cited (e.g. Hinkel et al. 2014, Nicholls et al. 2008, 
Hallegatte et al. 2013). Therefore, I suggest adding more detail to the respective sections. 

• Thank you: we have addressed this in the revised manuscript by adding information about the 
innovative aspects of this study. We have also included the references with regards to 
subsidence in assessing coastal flood risk in previous assessments. Now this section reads: 
‘Recent studies have shown that adaptation measures hold a large potential for significantly 
reducing this future flood risk (Diaz, 2016; Hinkel et al., 2014; Lincke and Hinkel, 2018). 
However, the number of global scale studies in which the benefits and costs of disaster risk 
reduction and adaptation are explicitly and spatially accounted for remains limited. Existing 
studies have assessed the effect of climate change, subsidence and/or socioeconomic change 
(Hallegatte et al., 2013; Hinkel et al., 2014; Nicholls et al., 2008; Vousdoukas et al., 2016), but 
have not included adaptation objectives or attributed flood risk drivers to adaptation costs. 
Lincke & Hinkel (2018) assessed the cost-effectiveness of structural protection measures 
against sea-level rise and population growth using the DIVA model. They found that structural 
adaptation measures are for 13% of the global coastline feasible to invest in. However, they did 
not include subsidence and attribution of drivers in their modelling scheme. 
In this paper, we develop a model to evaluate the future benefits and costs of structural 
adaptation measures at the global scale. We use it to address the limitations of current studies 
addressed above, and thereby extend the current knowledge on the cost-effectiveness of 
structural adaptation measures in several ways. Firstly, we include subsidence due to 
groundwater extraction. Secondly, we assess the benefits and costs of several adaptation 
objectives. Thirdly, we attribute the costs of adaptation to different drivers (namely sea-level 
rise, subsidence and change in exposure).’ 

 

3. L. 95: Please elaborate where the enriched GTSR data were acquired and how they were extended. 

• Thanks – we have included the following sentences to the manuscript in order to elaborate on 
the enrichment of GTSR with regards to tropical cyclone tracks: ‘All tracks over the period 
1979-2004 are used and converted into wind and pressure fields using the parametric Holland 
model (Delft3D-WES, 2019) in order to simulate aaalternative water levels using GTSM. These 
water levels are combined with the time series of GTSR by using the highest water level at each 
GTSM cell for each time step. Extreme values are estimated using a Gumbel extreme value 
distribution fit on the annual extremes.’ 



 

4. L. 116-119: How have the SLR projections been regionalized? Please provide more information. 

• Thanks – We have added this piece of information in section 2.1.1 to provide information about 
the regionalization of the SLR projections: ‘We use gridded datasets of regional sea-level rise 
estimates developed by Jackson and Jevrejeva (2016). These data were derived by combining 
spatial patterns of individual sea-level rise contributions in a probabilistic.’ 

 

5. To assess current exposure, you refer to the methodology of Huizinga et al. 2017. It remains unclear 
how exactly damages have been assessed without consulting the study of Huizinga et al. 2017. Please 
provide sufficient detail. 

• We have included additional information in the manuscript, which clarifies the study without 
consulting it. It now reads: ‘Current maximum economic damages are estimated using the 
methodology of Huizinga et al. (2017). They used a root function to link GDP per capita to 
construction costs for each country. To convert construction costs to maximum damages, 
several adjustments are carried out using the suggested factors by Huizinga et al. (2017) for the 
different occupancy types. Such factors include depreciation and undamageable parts of 
buildings As a proxy for an approximation of percentage area per occupancy type, we set the 
urban grid cells of the layers from the HYDE database to 75% residential, 15% commercial and 
10% industrial, based on a study by (BPIE, 2011) and a comparison of European cities’ share 
of occupancy type of the CORINE Land Cover data (EEA, 2016). Following Huizinga et al. 
(2017), the density of buildings per occupancy types are set to 20% for residential and 30% for 
commercial/industrial.’ 

 

6. It is not clear to me why the HYDE database was used to assess current exposure as it has a coarse 
resolution and is rather outdated. In the discussion section (l. 477), the Global Human Settlement Layer 
(GHSL) is mentioned, which provides built-up land data of 2015 at resolutions of 30m, 250m, and 1km. 
Further, the GHSL data provide spatial population distributions at resolutions of 250m, 1km, 9 arcsecs, 
30 arcsecs (https://ghsl.jrc.ec.europa.eu/download.php?ds=pop). Both GHSL datasets could be used in 
combination for assessing current exposure, which would increase consistency of the results while 
avoiding the use of correction factors if base year data do not align (l. 148-149). 

• Thank you for the suggestion. We use the HYDE database to keep consistency between current 
and future built-up area data, because it provides current and future landuse data . We believe 
that having a consistency in the dataset between future and current exposure data improves the 
robustness of the produced results. It is true that the HYDE database is a coarse resolution, but 
to our knowledge no such dataset yet exists given the mentioned requirements.  

 

7. The SSPs are introduced rather abruptly in l. 147, but further details are missing. Please provide a 
brief description of the SSPs along with the relevant literature (e.g. O’Neill et al., 2014; O’Neill et al., 
2017; van Vuuren et al., 2014). These pieces of information are also important to contextualize the 
results of the study (see also comment 18). 

• Thank you: we have included the following information in the future exposure section of 2.1.2 
in the revised manuscript: ‘These simulations include five narrative descriptions of future 
societal development associated with SSP1-5 (O’Neill et al., 2014). Such descriptions include 



sustainability associated with low challenges (SSP1), middle of the road associated with 
intermediate challenges (SSP2), regional rivalry associated with high challenges (SSP3), 
inequality associated with dominance of adaptation challenges (SSP4) and Fossil-fueled 
development where the mitigation challenges are dominating (SSP5) (O’Neill et al., 2017).’ 

 

8. Some data for assessing exposure were downloaded from the SSP database, while others were not 
(e.g. GDP values). As the SSPs are the current state-of-the-art socioeconomic scenarios, I suggest using 
the national-level population projections as well as the GDP projections from the SSP database for the 
entire study period. Furthermore, spatial population projections based on the SSPs are available from 
Jones and O’Neill, 2016 at a resolution of 1/8 degree, downscaled to 30 arcsecs by Gao, 2017, and from 
Merkens et al., 2016, also at a resolution of 30 arcsecs. These may serve as a suitable basis for producing 
future simulations of built-up land, using the methodology of Winsemius et al 2016 (l. 151-153). 

• Thanks. We use gridded GDP layers from Van Huijstee et al. (2018) that uses GDP estimates 
from the SSP database as input to create those layers. This means that we have a consistency 
between the SSP data we use throughout our methodology. We see that we have not made this 
clear in the manuscript, so we adjusted the future exposure section in 2.1.2, which now reads: 
‘In order to calculate future risk relative to GDP, future gridded GDP values are taken from 
Van Huijstee et al. (2018), which uses the national GDP per capita from the SSP database as 
input’. 

 

9. Section 2.1.5 provides a description of the results of FLOPROS rather than how the modeling 
approach was applied. I suggest stating the use of the FLOPROS data, and moving further explanation 
to the SI. 

• Thank you for the suggestion. We have amended this information to the SI. In the main 
manuscript it now reads: ‘In order to assess the benefits and costs of adaptation objectives, 
information on current protection standards is needed. We use the FLOPROS modelling 
approach (Scussolini et al., 2016) to estimate these protection standards using current exposure 
data and EAD data from the GLOFRIS model as input. Figure 2d shows the estimated 
FLOPROS flood protection standards for each coastal sub-national unit. Further information 
about the FLOPOS estimates together with a validation of the results can be found in the 
Supplementary Information.’ 

• And in the supplementary information it now reads: ‘This section contains a brief description 
of the coastal protection standards estimated with the FLOPROS modelling approach. Higher 
protection standards can be found at regions with high economic activity and high asset 
exposure. Regions with low risk have lower estimated protection standards. Regions without 
modelled risk in the GLOFRIS model are excluded. This occurs in regions where we have no 
data on exposure or no coastal inundation is simulated. These protection standards are used in 
our paper as the current protection, on top of which the future costs of dike heightening are 
calculated. The protection standards for The Netherlands are manually set to 1000-year return 
period. This is because, for whole of The Netherlands protection standards are known to be 
higher than 1000-year return period.’ 

 

10. The scenario combinations (RCPs-SSPs) used for the analysis are briefly described in the results 
section (l. 292-296). I suggest moving the reasoning for using these scenario combinations to the 
methods section, along with additional background information. 



• Amended. We have moved the information together with some additional information to the 
methods section, specifically section 2.3. It now reads: ‘The benefit-cost analysis is carried out 
for two different sea-level rise scenarios (RCPs) and five different socioeconomic scenarios 
(SSPs). All the results are shown for two scenario combinations (van Vuuren et al., 2014), 
namely RCP4.5/SSP2 and RCP8.5/SSP5. The former is used for a ‘middle of the road’ scenario 
with medium challenges and adaptation (Riahi et al., 2017) that can broadly be aligned with the 
Paris agreement targets (Tribett et al., 2017), while the latter is used as a ‘fossil-fuel 
development’ world (Kriegler et al., 2017). Results of the other combinations can be found in 
the supplementary data.’ 

 

11. Figure 3: It would be helpful if the results were contextualized in the text with regard to the 
respective drivers contributing to coastal flood risk under current and future conditions. Please also 
provide the country names for each ISO code. 

• Thanks – we have included the following information in section 3.4 in order to contextualize 
the drivers contributing to coastal flood risk: ‘The results show that climate change is not the 
most dominant driver in 4 of the 5 countries that have the highest share of future EAD if no 
adaptation takes place (e.g. China, Bangladesh, India, and Indonesia)’. Also, we have included 
information about the ISO codes we used in the caption of the corresponding figures (ISO 3166-
1 alpha-3 codes). 

 

12. In Figure 2 and Figures 5-8, a legend of the regions in gray color (i.e. no data?) is missing. Further, 
the scalebar of the BCR plot (panel b) does not allow for differentiating between BCRs > 1 and < 1. 
Additionally, the scalebar of the NPV plot (panel c) does not provide a signature for NPV = 0. The same 
holds true for panels b-e in Figure 9. I suggest adjusting the figures accordingly in order to increase the 
information conveyed by the figures. Furthermore, the administrative units in South Africa and Namibia 
(all panels) seem odd as they include areas of Botswana, which is a landlocked country. Please also 
revise the administrative unit data. 

• Thank you for the suggestions. We have adjusted the scalebar so that NPV below 0 is indicated 
as a separate group. Also, we have included information in the captions of the figures with 
regards to the grey colour and no data. We have not adjusted the differentiation between BCR 
0.5 and 2, because in practice decision-makers will not implement a large scale project when 
the BCR is just over (or under) 1. Therefore, we have decided that because of this and the 
uncertainty of future projections, we keep the original BCR categories. However, all data for 
all units can be found in the data files in the Supplementary Data. With regards to the 
administrative units, we have double-checked the units and find that they are correct and the 
borders between South Africa, Namibia and Botswana are preserved in our figures. 

 

13. Figure 8: It would be interesting if the change in risk (panel d) was contextualized in more detail, 
providing explanations of increases and decreases in flood risk in the text (see also comment 18). 

• Thanks – we have included the following sentences in section 3.3 focussing on the ‘optimize’ 
adaptation objective: ‘While most sub-national regions show a positive return on investment, 
there is still an increase in relative risk in 32% of the sub-national regions assessed, under the 
‘optimize’ adaptation objective. In these cases, it is economically efficient to implement 
protection measures up to a certain level, yet the economic costs of keeping EAD as a 



percentage of GDP constant would exceed the avoided damages. Regions where this is 
especially the case include: Europe, North America, South America, Japan and Australia, as 
shown in Figure 8d. Many sub-national regions with decreases in relative risk can be found in 
South Asia, Southeast Asia, parts of the Gulf coast of the USA, New South Wales in Australia, 
several sub-national regions in Africa, and some parts of South America, among others. In these 
regions, the increase in risk is generally very high, which means that the costs of investment in 
protection are lower than the avoided damages relative to GDP. Generally, in these regions, 
protection standards and/or absolute dike heights increase the most.’ 

 

14. Figure 10: Some of the colors used for the World Bank regions are misleading as they align with 
those used for the flood risk drivers. Please revise the colors used. 

• Amended – we revised the colours used. 
 

15. Table 2: You mention in l. 120 that the 5th and 95th percentiles of the SLR projections are used for 
the sensitivitiy analysis. Do SLR low and SLR high refer to these percentiles? 

• Indeed. We have clarified this in the caption of Table 2. 
 

16. Section 3.6 provides useful insights into the results of other studies, but lacks detailed explanation 
of the reasons for differences between this study and previous work. The results of this study are 
considerably higher than those of previous work despite the more refined inundation modeling approach 
used. I would suggest extending this section accordingly, by providing more context. 

• Thank you – in this section we compare our results to three different studies that use similar 
approaches as our study. Firstly, we find that we simulate higher values for current global EAD 
than Hallegatte et al. (2013) and reason that this can be attributed to the extent of their study. 
They use 136 major coastal cities, whilst we use all global coastlines. For future simulations 
of 2050 our values are in the same range of  Hallegatte et al. (2013). Then, we compare our 
findings of adaptation costs to the findings of Hinkel et al. (2010) and Hinkel et al. (2014), and 
find that our results are higher than their findings. We reason that it should be noted that they 
use a demand-function for adaptation, while we do not use that function, but rather maximize 
NPV. This adaptation objective allows dynamic optimization per sub-national region and can 
result in higher adaptation costs as long as the net benefits increase. Additionally, we use 
different scenarios than those used in Hinkel et al. (2010) and Hinkel et al. (2014). Lastly, we 
compare our results of economic feasibility for sub-national regions and coastlines to the 
findings of Lincke & Hinkel (2018). Although in 89% of sub-national regions assessed in this 
study it is economically feasible to adapt, we find that the total coastline that is protected in 
these sub-national regions amount up to 3.4% of global coastline, compared to 13% of the 
coast globally that Lincke & Hinkel (2018) find. We reason that this difference is a result of the 
difference in spatial aggregation. They optimize transects ranging from 0.009 to 5213 kilometre 
with a mean of 85 kilometre, while we use 1 kilometre horizontal resolution at the equator. This 
can explain why we have lower percentage of coast that is feasible to protect than Lincke & 
Hinkel (2018). 

 

17. L. 477 please provide a reference for the GHSL data. 



• Amended. 
 

18. Contextualization of the results is largely missing in the discussion section (see also comments 7 
and 16). It would be helpful for the reader if the different adapation objectives were discussed in more 
detail, addressing questions such as: What do different adaptation objectives mean/entail? Which would 
be more desirable based on the BCRs? Why does flood risk increase in certain regions under certain 
objectives (see also comment 13)? I suggest adding a section that elaborates these aspects to the 
discussion. Connected to this point, it would also be insightful if the benefits of the study were 
elaborated in more detail, for instance how other scholars and/or decision-makers could use the results. 

• Thank you. We agree that the contextualization can be improved. Therefore we added a section 
dedicated to the contextualization along with additional information in section 3.3: ‘In the 
middle of the road scenario of RCP4.5/SSP2, where the world will face intermediate adaptation 
and mitigation challenges, we see that most of the sub-national regions assessed would 
economically benefit from adaptation. We further see that the adaptation objectives differ in 
changes in relative risk and the level of adaptation that would take place. For instance, in the 
‘protection constant’ adaptation objective we see that although the protection standards stay the 
same, the relative risk increases for most sub-national regions. This can be explained by the 
increase of the severity and frequency of the flood hazard due to sea-level rise and subsidence, 
and the increase of exposure of assets due to socioeconomic change. Compared to the 
‘optimize’ adaptation objective, the ‘protection constant’ adaptation objective under-protects 
in most sub-national regions. In the ‘absolute risk constant’ adaptation objective we see that 
relative risk decreases in most sub-national regions while protection standards increase greatly. 
Due to climate change, socioeconomic change and subsidence, we see an increase in GDP 
exposed to flooding. Therefore, protection standards must increase vastly in order to meet the 
same level of absolute risk. In this adaptation objective, most sub-national regions are over-
protected compared to the ‘optimize’ adaptation objective. In the ‘relative risk constant’ 
adaptation objective, we see that some sub-national regions are over-protected while other sub-
national regions, for instance in Southeast Asia are under-protected. The ‘optimize’ adaptation 
objective shows the most economically feasible results in terms of maximizing NPV, and has 
the highest BCR in most regions. In the fossil-fuel based scenario of RCP8.5/SSP5, where 
adaptation will face high challenges and costs (van Vuuren et al., 2014), we see that higher 
protection standards are required in order to keep risk constant and to maximize NPV (see 
Supplementary Figures S3-6). The results of the adaptation objectives can be used as a first 
proxy to indicate in which sub-national regions adaptation through structural measures may be 
economically feasible. Moreover, the results indicate regions where adaptation is needed in 
order to maximize NPV and which objectives are under or over protecting sub-national regions 
compared to the ‘optimize’ adaptation objectives. Due to the scope of this study, local scale 
models and assessments should be used for the design and implementation of individual 
adaptation measures.’  

 

Technical corrections 

19. List of typos/mistakes found: 

- L. 26: ‘compared to’ stated twice 

- L. 27: remove ‘.’ after Raftery et al. (2017) 



- L. 100: hydrologically 

- L. 129: 30” x 30” 

- L. 212: remove ‘,’ after Jevrejeva et al. 2014 

- L. 380: add ‘,’ after South Asia 

- L. 473: locations 

20. The manuscript uses British English and American English interchangeably, one example being 

‘optimize’, ‘optimise’, ‘optimisation’ etc in section 2.3. 

• Thanks -- all amended. 
 


