We would like to thank the Referee #1 for his evaluation. Please find below the point-by-point replies for the
comments of Anonymous Referee # 1 (The reviewer's comments are in italic). The corresponding changes made in
the manuscript have been highlighted in yellow in the marked-up manuscript version.

Comments by Anonymous Referee #1:

Fig. 11 find it difficult to understand. It’s not easy to distinguish position of radar, discharge gaging stations and the
dam. | suggest to you use more distinguishable marks and associated legend to show relevant elements.

We followed your suggestion and we have introduced more distinguishable marks. The legend is detailed in the
caption. The reviewed figure also includes the recommendations from Referee #2:
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Figure 1: a) Location of the Agly catchment. The pinkstar illustrates the position of the meteorologidaradar while shaded
grey areas denote the karstic areas underlying thégly catchment (from BDLISA v.2: Base de Donnée des hiites des
Systemes Aquiféres, https://bdlisa.eaufrance.fr/ aessed June 18, 2019). b) Digital terrain model dhe Agly catchment
(Source: IGN; MNT BDALTI). Also included the main trib utaries (blue lines, source: IGN, BD CARTHAGE), the adar
location (pink star: OPOUL RADAR), the discharge gadng stations (black dots), the dam (white square)ral the outlet (white
circle).

P. 4 L 2. Area of tributaries and basin intercepted by dam are mentioned. | suggest to give information about total

basin area that is reported in Table 1 (is it 1053 km2?). | think this is relevant to understand how dam can affect

hydrograph of outlet section.

The total basin area of 1053 km? is reported on Table 1 for information purpose only as the gauging stations studied
in the paper are not impacted by the dam: n°1 Ansignan and n°2 St-Paul-de-Fenouillet are located upstream the dam
and n°3 Padern, n°4 Vingrau and n°5 Tautavel are located on a tributary of the Agly river.

P. 4 L. 18. Rain-gauge network are provided by the regional flood forecast service. | suggest to add a reference to
figure 2 that shows locations of raingages across the investigated area.

Reference added:

Figure 2: Spatial variability of the cumulative rainfall for event 20130304_3d (top), 20131116_4d (ndii¢) and 20141128 4d
(bottom), according to the observations: PLU (leftithe operational hourly rain-gauge network (from Hydroreel, Serveur de
données hydrométriques en temps reel, Bassin RhOMgditerranée et Région Auvergne-Rhone-Alpes,
https://www.rdbrmc.com/hydroreel2/listestation.php accessed on November 20,2019) and JP1 (right) 1 kmierging of radar

data and rain-gauges measurements.

P.7 L2-3 There’s no need to give details about how Thiessen polygon interpolation method works.
The explanations about the Thiessen polygon interpolation method have been removed.
P. 8 what is the spatial resolution used in the hydrological model?

The spatial resolution of the MARINE model on the Agly subcatchment is Ax=Ay=500 m. It has been added in the
text:

"The spatial resolution of the MARINE model on all the Agly subcatchments is of 500 m."



P.8 L22. How the spatial daily root-zone humidity maps are used to initialize the hydrological model?

To initialize the hydrological model, we use the output Météo-France's SIM operational chain corresponding to a
saturation state, that is, the ratio of the soil water content to the soil storage capacity. The initial soil water content
is therefore directly obtained by multiplying the saturation state by the soil storage capacity of each cell. This has
been clarified in the text:

"This is done by using the spatial daily root-zone saturation state, i.e. the ratio of the soil water content to
the soil storage capacity at a spatial resolution of 8x8 km, output from Météo-France’s SIM operational chain
(Habets et al., 2008). The initial soil water content for MARINE is therefore directly obtained by multiplying
the saturation state by the soil storage capacity of each cell."

P9 L16 The Bransby Williams formula is used for computing time of concentration. There are many equations in
literature for time of concentration and the spread they do is very high. Why did you choose this one? May the model
performance assessment affected by the choice of formula for time of concentration?

This formula has been adopted as it performed reasonably well when compared with characteristic minimum times
of rise of observed hydrographs for Mediterranean catchments. However the point there was mostly to normalize
the peak time delay (P9 L11 in equation 1) with a characteristic time of the catchment so the most important point is
to always use the same procedure to make this term dimensionless in the cost function of equation 1. This has been
clarified in the text:

"Here, the formula for time of concentration is only used to normalize the peak time delay in the third term
of equation 1 with a characteristic time of the catchment, so the most important point is to always use the
same procedure to make this term dimensionless."

P 9L 26 Can raingages distribution explain, at least partially, the different performance of the model across the
basins?

It is difficult to link directly the rain-gauges distribution with the performances of the model for 2 reasons:

- First, the rain-gauge network is quite dense in this catchment and rather well distributed: with 19 rain-gauges for
an area of around 1000 km?, the rain-gauges density is about 1 for 50 km” whereas the rain-gauge density for the full
network over mainland France is of 1 for 120 km? (Mounier et al., 2012).

- Secondly, it's not always for the same part of the catchment that the model has the best performance: it depends
on the event. Therefore, the same distribution of rain-gauges sometimes leads to a correct simulation in term of Lyp
cost function (equation 1 in the manuscript) for a given even, while leads to an unsatisfactory simulation for another
event.

Mounier, F., Lassegues, P., Gibelin, A.-L., Céron, J.-P. and Veysseire, J.-M.: Radar-guided control and interpolation of
rain gauge precipitation data over France. Report EURO4M project (European Reanalysis and Observations for
Monitoring project). http://www.euro4m.eu/Publications/Report_Flore_Mounier EURO4M_201203.pdf, accessed
December 6, 2019. 2012.

This has been added in the manuscript:

"This result doesn't seem to be directly linked with the rain-gauged distribution because first of all, the rain-
gauge network is quite dense in this catchment and rather well distributed: with 19 rain-gauges for an area
of around 1000 km?, the rain-gauges density is about 1 for 50 km? whereas the rain-gauge density for the full
network over mainland France is of 1 for 120 km? (Mounier et al., 2012). In addition, it's not always for the
same part of the catchment that the model has the best performance: it depends on the event. Therefore,
the same distribution of rain-gauges sometimes leads to a correct simulation in term of Ly p cost function
(Eq. 1) for a given even, while leads to an unsatisfactory simulation for another event"



We would like to thank the Referee #2 for his evaluation. Please find below the point-by-point replies for the
comments of Anonymous Referee # 2 (The reviewer's comments are in italic). The corresponding changes made in
the manuscript have been highlighted in green in the marked-up manuscript version.

Comments by Anonymous Referee #2:

One general comment is whether it would be possible to reduce the number of figures in the manuscript as 22 is quite
a lot. For example in section 5.1 there are 6 figures, but | believe that it is only necessary to retain figures 10 and 11
as these contain the most important information regarding the verification of the SREPS.

We would prefer to keep these figures in the manuscript as we think they are relevant for a better understanding of
the whole study.

I would also like the authors to be more explicit about why these two particular ensemble strategies were chosen,
what differences may be expected from them and why these differences were not observed.

When forecasting deep moist convection and heavy rainfall with high-resolution numerical weather prediction
models, the outputs are mainly impacted by two sources of errors. One source is the inaccuracies present in the
exact representation of the initial and lateral boundary conditions (IC/LBCs). The other source is due to imperfect
representation of physical processes via parameterizations. Nowadays, atmospheric ensembles are built to cope
with both kinds of distinct uncertainties by perturbing the IC/LBCs or by considering multiple combinations of well-
tested numerical schemes. The most appropriate methods for generating Hydrological Ensemble Predictions Systems
(HEPS) is a subject under continuous investigation and more methods could come in the future. Here we followed
the state-of-the-art approach used in many other hydro-meteorological studies.

Even if PILB and MPS ensembles address different kinds of uncertainties, these sources of error would be expected
to have a comparable impact on the skill of quantitative precipitation forecasts (QPFs) if the EPS is properly
designed. This seems to be the case of our configuration. Comments on the specific purpose and value of the PILB
and MPS ensemble strategies and on the method to avoid under-dispersive behaviour of PILB, have been added in
sections 1 and 4.

§1:
"However, the most appropriate methods for generating HEPSs and the quantification of their added value
are still under assessment (Cloke and Pappenberger, 2009; Cloke et al., 2013). Further efforts devoted to
examine the predictive skill of both ensemble strategies and how the external-scale uncertainties spread into
the HEPSs become paramount for the optimal design of hydrometeorological operational chains over the
flood-prone Western Mediterranean area."

§4.1:

"However, perturbed IC/LBCs can produce inadequate spread in the short range, before error growth on the
synoptic scale becomes non-linear (Gilmour et al., 2001). Therefore, the implemented PILB ensemble is
based on dynamically downscaling these 20 ECMWF-EPS members exhibiting maximum perturbations in the
initial and lateral boundaries conditions over the WRF domain."

The choice of hydrological model also needs further justification given its omission of karstic streamflow contributions
which could prove important within the study catchment.

The hydrological model has been chosen as it represents physical processes using equations derived from classical
mechanics while taking into account the spatial variability of both catchment properties and forcing inputs. Karstic
areas are not explicitly represented as physically-based models for karstic streamflow contributions are usually site-

1



specific: most of the modelling approaches for karts systems that are not site-specific are conceptual ones
(Bakalowicz, 2005). However the study doesn't focus on the performances of the hydrological model that of course
could have been improved. The main purpose is the potential of ensemble strategies to improve flash flood
forecasting. That's why NWP model driven runoff simulations have been compared both against the observed
discharges and against the observed rain-gauge and radar precipitation driven runoff runs. As already mentioned in
the manuscript, the errors due to the parameters and structure of the hydrologic model are therefore not taken into
account when comparing NWP model driven runoff simulations against the observed rain-gauge and radar
precipitation driven runoff runs. This approach separates the impact of the external-scale uncertainties from these
emerging from the hydrological model.

Bakalowicz, M.: Karst groundwater: a challenge for new resources. Hydrogeology Journal, 13(1), 148-160, doi:
10.1007/510040-004-0402-9, 2005.

Further to the above comments, please could the authors also address the following points:
1. Page 1 line 30: replace ‘large sea surface temperature’ with ‘high sea surface temperature’
Done

2. Page 3 line 8: replace ‘its’ a real challenge’ with ‘it is challenging’

Done

3. Figure 2: Could the dots and stars in 2b be made larger and also be surrounded by a white halo. It would also be
useful if the black text could also have a halo

We followed your suggestion and we have introduced more distinguishable marks and white halo around the text
and marks. The reviewed figure also includes the recommendations from Referee #1:
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Figure 1: a) Location of the Agly catchment. The pinkstar illustrates the position of the meteorologicaradar while shaded
grey areas denote the karstic areas underlying thégly catchment (from BDLISA v.2: Base de Donnée des miites des
Systemes Aquiféres, https://bdlisa.eaufrance.fr/ aessed June 18, 2019). b) Digital terrain model dhe Agly catchment
(Source: IGN; MNT BDALTI). Also included the main trib utaries (blue lines, source: IGN, BD CARTHAGE), the adar
location (pink star: OPOUL RADAR), the discharge gagng stations (black dots), the dam (white square)ral the outlet (white
circle).
4. Page 5 line 1: Could the authors provide a little more explanation behind the runoff coefficient being greater than 1
in the Tautavel catchment for the first event. Table 3 seems to suggest that the soil moisture is similar for all three
events. If there was a supply from the karstic system wouldn’t this influence all three events as well as other
catchments? | wonder if this could be related to the amount of snowmelt or snowfall since the event in question

occurred in March, could the authors comment on this?



The soil moisture at the beginning of the event is of 65% when the second highest initial soil moisture is of 58% for
20141128 4d. This is significantly different, especially knowing that the outputs of the SIM model used as
initialization for the MARINE model have a limited variation range, mainly between 30% and 70%. A supply of the
karstic system can influence only one event, depending on the previous filling conditions of the karst, however it's
not the most likely option as hydrogeological studies of the areas conclude that there are losses due to the karstic
system in the Verdouble catchment. The amount of snowmelt has not been considered for this part of the
catchment as the Corbiéres are quite low mountains that culminate at approximately 1000 m with usually no
snowpack. However it is true that winter 2013 has been very cold and there was a snowfall episode at the very end
of February 2013 over the Eastern Pyrenees and Corbiéres, with snow above 700 to 800 m, which continues during
the day on March 1st. This has been modified in the text (§ 3.3):

"There is no definitive explanation for that, but several possibilities can be considered: (i) the very high soil
moisture at the beginning of the event (65%, Table 3) which can contribute to the runoff at the outlet via
subsurface flows; (ii) an amount of snowmelt as there was a snowfall episode at the very end of February
2013 over the Eastern Pyrenees and Corbieres, with snow above 700 to 800 m; (iii) the uncertainties in the
discharge and precipitation measurements; (iv) a possible supply from the karstic system (Figure 1) however
this possibility is pretty unlikely as hydrological studies conclude to only losses in the Verdouble catchments
due to the karstic system (Ladouche et al., 2004)."

Ladouche, B., Dorfliger, N.: Evaluation des ressources en eau des corbiéres. Phase | — Synthése de la caractérisation
des systemes karstiques des Corbiéres Orientales, Tecnical report BRGM, available online
http://infoterre.brgm.fr/rapports/RP-52919-FR.pdf accessed December 06, 2019, 2004.

5. Page 7 Figure 2: | can’t read the grey labels for the rain gauge names, could these be enlarged and also maybe

with a white halo?

Done



20130304 _3d JP1

Bouisse  20130304_3d PLU

Rivesaltes

Mosset StFeliudamont farﬁll?]nam"

vines

Bouisse  20131116_4d PLU

Paderr; 200
' Vingra 150
- =247 125 &
__Paul_de_Fenouille m ;go g
e
Rivesaltee 50

/ uMm

/| 5

ne PlanezesAval
M’l’“ﬂmh esurAgly,

S

. . farﬁl&nanP‘

llesurBoules
ines

Bouisse 20141128_4d PLU

Mosset

20141128_4d JP1

i
o
o
mm

StFeliudamont, farﬁlﬁ\nanPA

Vljr'l‘:gas"' Boules

Mosset

Figure 2: Spatial variability of the cumulative rainfall for event 20130304_3d (top), 20131116_4d (middle) and 20141128_4d (bottom),
according to the observations: PLU (left) the operational hourly rain-gauge network (from Hydroreel, Serveur de données hydrométriques
en temps reel, Bassin Rhdne-Méditerranée et Région Auvergne-Rhdne-Alpes, https://www.rdbrmc.com/hydroreel2/listestation.php
accessed on November 20,2019) and JP1 (right) 1 km’ merging of radar data and rain-gauges measurements.

6. Page 8 Section 3.1: Given the previous discussion about the possible role of contributions from karstic streams, it
concerns me that the hydrological model used in this study does not account for this process. Could the authors
comment on the significance of karstic streamflow contributions in this catchment and the possible consequences of
its exclusion from the hydrological model upon streamflow accuracy?

According to hydrogeological studies of the area, there are only losses in the Agly and Verdouble catchments due to
the karstic system. These losses contribute to the streamflow of 2 resurgences draining the Corbiéres massif but
located outside of the Agly catchment (Font-Estramar and Font-Dame resurgences) (Salvayre, 1989). The average
loss rates are estimated between 0.3 and 1.5 m*/s for the Agly depending on the river discharge and between 0.7-2
m>/s on the Verdouble (Ladouche et al., 2004). These are average estimates based on observed discharges and
assumptions about the functioning of the karst system and they can be considered small enough not to be explicitly
represented during flash flood. These losses can however be implicitly taken into account in the hydrological model
by increasing the storage capacity of the catchment during calibration. Moreover, as previously mentioned, the
purpose of the study was not the performances of the hydrological model alone but the potential of ensemble
strategies to improve flash flood forecasting. That's why NWP model driven runoff simulations have been compared
both against the observed discharges and against the observed rain-gauge and radar precipitation driven runoff



runs. The errors due to the parameters and structure of the hydrologic model are therefore not taken into account
when comparing NWP model driven runoff simulations against the observed rain-gauge and radar precipitation
driven runoff runs. This approach separates the impact of the external-scale uncertainties from these emerging from
the hydrological model.

A description of the karstic system contributions has been added in the text (§ 2.1):

"According to hydrogeological studies of the area, there are only losses in the Agly and Verdouble
catchments due to the karstic system. These losses contribute to the streamflow of two resurgences draining
the Corbieres massif but located outside of the Agly catchment (Font-Estramar and Font-Dame resurgences)
(Salvayre, 1989). The average loss rates are estimated between 0.3 and 1.5 m?/s for the Agly depending on
the river discharge and between 0.7-2 m®/s on the Verdouble (Ladouche et al., 2004). These are only average
estimates based on observed discharges and assumptions about the functioning of the karst system but they
can be considered small enough not to be explicitly represented in flash flood simulations."

Ladouche, B., Dorfliger, N.: Evaluation des ressources en eau des corbiéres. Phase | — Synthése de la caractérisation
des systemes karstiques des Corbiéres Orientales, Tecnical report BRGM, available online
http://infoterre.brgm.fr/rapports/RP-52919-FR.pdf accessed December 06, 2019, 2004.

Salvayre, H.: Les karsts des Pyrénées-Orientales (Caractéres hydrogéologiques et spéléologiques généraux). In:
Karstologia : revue de karstologie et de spéléologie physique, n°13, 1er semestre 1989. pp. 1-10; doi:
https://doi.org/10.3406/karst.1989.2199, https://www.persee.fr/doc/karst 0751-7688 1989 num 13 1 2199,
1989.

7. Page 10 Table 4: It seems like the event of 20131116 has a very low efficiency in all but one station which is located
at the upper end of the catchment. In their analysis the authors suggest that this is because events with a moderate
peak discharge are not well simulated by MARINE. Why is this the case, is it due to the routing scheme in MARINE?
From these poor scores | think this event should be eliminated from the rest of the analysis in the manuscript, could
the authors comment on this?

Yes, the events with relatively moderate peak discharge are usually not correctly simulated by MARINE because the
flow over the hillslope and in the drainage network is represented with the kinematic wave assumption valid for high
flow velocity. However it is difficult to say when this assumption ceases to be valid for overland flow due to local
conditions. | do not think it is necessary to withdraw events that do not produce good results because they also have
lessons to learn. Here for instance, the ensemble strategies outperform the radar driven discharge simulation for the
event of 20131116 which may also be indicative of questionable quantitative precipitation estimates.

8. Page 12 Line 6: Has ‘MPS’ being defined previously in the manuscript? If not could the full definition be given?
MPS stands for mixed-physics ensemble; it is already defined § 1.

9. Page 13 Line 6: Please give the definition for the IC and LBC acronyms

IC stands for initial condition and LBC for lateral boundaries conditions, they are defined on § 1.

10. Page 13 Line 26: How do the different microphysical and PBL schemes add up to 20 ensemble members?

Each possible combination of the 5 different cloud microphysical schemes with the 4 distinct PBL parameterizations
is considered to build a member of the MPS ensemble. These means a total of 20 pairs microphysics-boundary layer.
Corresponding sentence in section 4.2 has been rewritten to avoid any confusion:



"The MPS ensemble has been generated using all possible pairs (cloud microphysics-boundary layer)
between the following schemes, summing up to 20 members:"

11. Page 14 Line 8: Define the CCN acronym
It is define just before the acronym: cloud condensation nuclei. Capital letters have been added to avoid confusion.

12. Page 14 Line 23: Add the word ‘catchment’ so the sentence reads “...a single medium-sized catchment is a
challenging...”

Done

13. Page 15 Figure 6: Add the following column titles: JP1, MPS, PILB. The same for figures 7 and 8. However | think
these figures could all be removed from the manuscript and maybe put in supplementary material in order to cut
down the number of figures in the manuscript.

The suggested column titles have been added.

Again, we would prefer to keep these figures in the manuscript as we think they are relevant for a better
understanding of the whole study.

14. Page 18 Figure 9: What is the CTRL referring to? In the caption replace ‘the best and worst ensemble members’
with ‘the tails of the ensemble’

CTRL is the acronym of the control (i.e. deterministic simulation). It has been added an explanatory sentence in the
caption of Figure 9.

15. Page 20 Line 8: Are the 7735 grid points just within the catchment or is this over a wider area?

The 7735 radar grid-points correspond to the radar domain shown in Figures 6 to 8. A clarifying sentence has been
added in the text (§ 5.1):

"As the forecast probabilities are computed and verified against each pixel within the radar domain shown in
Figures 6 to 8, the statistical sample sums up to 54145 members (7735 radar grid-points times 7 ensemble
experiments)."

16. Page 21 Figure 11: Could a title and units be added to the legends

Done
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Figure 11: ROC curves of the MPS and PILB ensembletrategies. The embedded figures display the sharpnesliagrams
containing the number of forecasts used in each pbability bin and the total number of observations onsidered.



17. Page 24 Figure 14, 15, 16: | find it hard to see the grey boxes, could these be made a bit darker and maybe thicker

so that they stand out

Done
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Figure 14: Peak flow analysis at stations n°2 a) a@n°5 b) for 20130305_2d. X-axis shows the delayofn the observed peak time, y-axis
shows the deviation from the observed peak dischaeg The triangles shows the deviation of the simulans with ensemble members
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with ensemble members forcing, the pink circle shosithe deviation of the simulation with JP1 forcingthe green circle the deviation of
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(yellow dashed line) is the warning threshold, thelack star is the observation used as normalized ference.
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Figure 15: Peak flow analysis at stations n°2 a) @m°5 b) for 20131117_2d. See Figure for the defsiof the legend.
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Figure 16: Peak flow analysis at stations n°2 a) amn°5 b) for 20141129 2d. See Figure for the detsmof the legend.

18. Page 26 Line 18: What is the warning threshold that is used?

The warning threshold that is used is the the first level alert from the flood warning center in France (SCHAPI). It was
already mentioned in §5.2 but has been added in §5.3 for clarity.

19. Page 27 Line 6: Replace ‘excepted’ with ‘except’
Done

20. Page 27 Figure 17, 18, 19: I’'m unclear what the two separate graphs in each figure show, could the authors
improve the titles and/or captions?

Done

Figure 17: False alarm ratio (FAR) scores at the ¥Yie gauging stations for the 7 simulations. Statistal indices have been
computed by using the observed discharge. Experimentare labelled as WRF: simulated discharge with detministic WRF

forcing, PLU: simulated discharge with PLU forcing, JP1: simulated discharge with JP1 forcing, MPS and RB: ensemble

strategies. The boxplot presents five sample stdiiss: the minimum, the lower quartile, the median,the upper quartile and the

maximum.

21. Page 28 Line 5: Define QDF if not already defined

Quantitative Discharge Forecast (QDF) was defined in the introduction but the acronym has been deleted for clarity
reasons.

22. Page 29 Line 2: Replace ‘excepted’ with ‘except’, also occurs on page 30 line 24
Done

23. Page 32 Line 12: Could the authors provide more discussion about why there was little difference between the
two ensemble strategies? Why were these two different strategies chosen, what differences may have been expected
and why do they think these differences weren’t observed?

All these reviewer’s concerns have been addressed in the second point of the response letter. We copied the answer
below for ease of reading.



When forecasting deep moist convection and heavy rainfall with high-resolution numerical weather prediction
models, the outputs are mainly impacted by two sources of errors. One source is the inaccuracies present in the
exact representation of the initial and lateral boundary conditions (IC/LBCs). The other source is due to imperfect
representation of physical processes via parameterizations. Nowadays, atmospheric ensembles are built to cope
with both kinds of distinct uncertainties by perturbing the IC/LBCs or by considering multiple combinations of well-
tested numerical schemes. The most appropriate methods for generating Hydrological Ensemble Predictions Systems
(HEPS) is a subject under continuous investigation and more methods could come in the future. Here we followed
the state-of-the-art approach used in many other hydro-meteorological studies.

Even if PILB and MPS ensembles address different kinds of uncertainties, these sources of error would be expected
to have a comparable impact on the skill of quantitative precipitation forecasts (QPFs) if the EPS is properly
designed. This seems to be the case of our configuration. Comments on the specific purpose and value of the PILB
and MPS ensemble strategies and on the method to avoid under-dispersive behaviour of PILB, have been added in
sections 1 and 4.
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Evaluation of two hydrometeorogical ensemble stragges for flash
flood forecasting over a catchment of the easternyifenees
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Ynstitut de Mécanique des Fluides de Toulouse (IMEhiversité de Toulouse, CNRS - Toulouse, France

“Grup de Meteorologia, Departament de Fisica, Usitarde les llles Balears, Palma, Mallorca, Spain

3Institut FLUMEN, E.T.S. d'Eng. De Camins, CanaRoits de Barcelona, Universitat Politécnica de I0at@, Barcelona,
Spain

Correspondence to: Héléne Roux (helene.roux@imft.fr)

Abstract. This study aims at evaluating the performancedashfflood forecasts issued from deterministic andemble
meteorological prognostic systems. The hydro-metegical modeling chain includes the Weather Reagdeaand
Forecasting model (WRF) forcing the rainfall-runoffodel MARINE dedicated to flash flood. Two distinensemble
prediction systems accounting for (i) perturbediahiand lateral boundary conditions of the metéagizal state and (ii)
mesoscale model physical parameterizations, haga lmplemented on the Agly catchment of the Eas®menees with
three sub-catchments exhibiting different rainfafiimes.

Different evaluations of the performance of theoydeteorological strategies have been performgde(ification of short-
range ensemble prediction systems and corresporstiagm flow forecasts, for a better understandihow forecasts
behave, (ii) usual measures derived from a contiogéable approach, to test an alert thresholdedarece, and (iii) overall
evaluation of the hydro-meteorological chain using Continuous Rank Probability Score, for a gdnguantification of
the ensemble performances.

Results show that the overall discharge forecashigoved by both ensemble strategies with respmetihe deterministic
forecast. Threshold exceedance detections for fleaching also benefit from large hydro-meteorolagjiensemble spread.
There are no substantial differences between baékrable strategies on these test cases in termsobdhe issuance of
flood warnings and the overall performances, sutjggshat both sources of external-scale uncegtané important to take
into account.

1 Introduction

Flash floods are among the most devastating nataahrds worldwide, producing important human aadics
economic losses. The Western Mediterranean regianmnually affected by several extreme precipitagieents which lead
to flash flooding. During the extended warm seaslo® early intrusion of upper-level cold air masaed the relatively high

sea surface temperature boost the convective blaitmtential energy of the low-level Mediterranegsrm and moist air.
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This natural hazard results from the persistencedeép moist convection and intense precipitatiorr ospecific
hydrographic catchments during several hours. AsymA/estern Mediterranean small-to-medium sizedrrbasins are
highly urbanized, steep and close to the coastlineir hydrological responses are inherently shbatge, rapid and
unexpected flows exacerbate flood damage. The dpwednt and evaluation of the state-of-the-art hydhteorological
forecasting tools is a major issue in the HydratagiCycle in the Mediterranean Experiment (HyMeXpbinski et al.
2014). This program aims at addressing the follgwécience questions, amongst others: How can weoirapheavy
rainfall process knowledge and prediction? Howwarimprove hydrological prediction?

Hydrometeorological forecasting tools can contribttt a better understanding and forecasting ofi fieds so as to
implement more reliable forecasting and warningteays over the Western Mediterranean. Short-rangantdative
precipitation forecasts (QPFs) by high-resolutiomerical weather prediction (NWP) models are aecatiffe tool to further
extend flood forecasting lead-times beyond therbessponse times. NWP models capture the initiadioth evolution of
small-scale and convectively-driven precipitationgth similar spatial and temporal scales to thasiil flood-prone
catchments (Leoncini et al., 2013; Fiori et al.120Ravazanni et al. 2016; Amengual et al. 201 hohgh QPFs can be
directly used to force one-way hydrological modéfe hydrometeorological forecasts are impactedliffgrent types of
uncertainties. Uncertainties are inherent to eddhe hydrometeorological chain components: modebmeterization and
structure, limitations of measuring devices pravifdbbservation data, initial and lateral boundamgditions (Zappa et al.,
2010).

External-scale inaccuracies to the hydrological el&merge from two distinct sources when forengatieep moist
convection and heavy rainfall with NWP models. &iesrors arise from the complexity and nonlingaaf the physical
parameterizations. Second, uncertainties emerga wdpresenting the exact initial atmospheric saaig boundary forcing
across the scales where convection develops. Hablee spatial and temporal QPF distributions ageessary to render
skilful quantitative discharge forecasts when cgpiith floods over small and medium size basinhie®tise, the issuance
of precise and dependable early flood warningshgited (Le Lay and Saulnier, 2007; Bartholmealgt2009; Cloke et al.,
2013).

To alleviate the impact of these external-scaleettainties, short-range ensemble prediction systSREPSSs) are
used to build hydrological ensemble predictionesyst (HEPSs). SREPSs aim at sampling the set dfiplawoutcomes and
at accounting for the most relevant uncertaintiethe atmospheric forecasting process so as teanet Uncertainties in the
initial and boundary fields can be encompassedonyeniently perturbing initial and lateral boundaonditions (IC/LBCs,
Grimit and Mass, 2007; Hsiao et al., 2013). Undeties in model parameterizations are coped by |adipg the ensemble
with multiple combinations of equally-skilful physil schemes (Stensrud et al., 2000; Jankov €2@G05; Amengual et al.,
2008; Tapiador et al., 2012; Amengual et al., 20THe inclusion of these uncertainties aims at owjmg the skill and
spread of the HEPSs by introducing independentrimftion of all the plausible atmospheric states anocesses.
Therefore, SREPSs are increasingly used in hydiolpgediction (Cloke and Pappenberger, 2009; Vezkatlal., 2013;
Verkade et al., 2017; Siddique and Mejia, 2017;ri3ega et al., 2017; Bellier et al., 2017; Edouarale 2018; Jain et al,

2



2018; Bellier et al., 2018). Several studies hatated that probabilistic forecasts could improvecisien-making if
appropriately handled (e.g. Krzysztofowicz, 200ddihi, 2004; Ramos et al., 2013; Antonetti et @12). As stated by
Zappa et al. (2011), each member of a meteorolbgnaemble can be fed into a hydrological modeémerate a

hydrological forecast.

design of hydrometeorological operational chaineraine flood-prone Western Mediterranean area. djective of the

10 present work is to evaluate the predictive skiltwd distinct HEPS generation strategies —accogrfon perturbed IC/LBCs
(PILB) and mixed-physics (MPS)- for three flashofiioepisodes over the Agly basin (Fig. 1). This leatent of the Eastern
Pyrenees has been selected as an experimentahsuszveral subcatchments exhibit different raimfadimes. Given the
small size of the subcatchments (from 150 km? 1@ &®?2), the localization of the precipitation pati®is crucial (Rossa et
al., 2010) and it's @éhalléRging to implement QRFsuch small subcatchments. QPFs are genergtadibg the Weather

15 Research and Forecasting model (WRF; Skamarock, &008). Next, 48-h WRF forecasts are propagaiaan through
the MARINE hydrological model (Roux et al., 2011 investigatellthe quantitative diScharge forecasttiming and
magnitude of these flash floods. The resulting HER® examined using different criteria to illusdrthe potential benefits
of the probabilistic hydrometeorological forecakains. The rest of the paper is structured asvislicection 2 presents a
short overview of the flash floods, the study aaad the observational networks; sections 3 andMige an insight into the

20 hydrological and atmospheric models and the stiedgefpr ensemblgeneration results are presented in section 5. The last

section summarizes main conclusions and provid#sduremarks.

2 Data and case studies

25 2.1 Overview of the Agly catchment
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Figure 1: a) Location of the Agly catchment and of e meteorological radar (grey area: karstic areas nderlying the Agly
catchment, from BDLISA v.2: Base de Donnée des Limisedes Systemes Aquiféres, https://bdlisa.eaufranéré.accessed June 18,
2019). b) Digital terrain model of the Agly catchmat (Source: IGN; MNT BDALTI). Also included the main tributaries (blue
lines, source: IGN, BD CARTHAGE), the radar location(pink star: OPOUL RADAR), the discharge gaging stabns (black dots),
the dam (white square) and the outlet (white circlg

This study focuses on a catchment in the north gidbe Eastern Pyrenees, the Agly, as a tesfaitenplementing
the HEPS strategies. The Agly is a coastal rivethennorth side of the Eastern Pyrenees (Figurdt dyiginates from an
elevation of approximately 700 m and drains theeRges foothills. It flows into the Mediterraneara$¢ Barcarés and has
a length of around 80 km. A dam dedicated to fland water management controls approximately 400tk catchment
(Agence de I'eau Rhéne Méditerranée & Corse, 20tB)located just downstream of the confluencevieen the Agly and
one of its main right-hand tributaries, the DésixeR, draining an area of around 150 *%(Rigure 1). The main left-hand
tributary, the Verdouble River drains an area di 867 located in a region of mid-mountains, culminatbeween 400 and
500 meters of altitude (Figure 1). Granite and smeover about 300 Knof the mountainous part of the Agly catchment
promoting runoff already facilitated by the stedppses. North of the catchment, the Corbieres massifominated by

limestones forming karstic networkS/ACEording alfogeclogical studies of thie'area, there are msiyes|in the Aglyahd
Verdouble catchments due to the Karstic systemsdtesses contribute to the streamflow of two rgsces draining the
).

n

represented in flash flood Simulations. 80% of datchment is covered by natural vegetation —fo(4586), shrubby

vegetation (17%), maquis and scrubland (16%)—,eMi#% is used for agriculture, mainly vineyards.
The Agly catchment is subject to different climaégimes in connection with the distances from tha and the
mountainous reliefs: temperate oceanic in the pedhkt valley, mountain in the south-west part ak&diterranean

downstream. The rainfall regime varies from easwvést with increasing annual cumulated precipitetiche mean annual

4
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cumulated precipitations (1965-1996) range from 609 at Torreilles (East, Figure 1) up to 1174 mnsaint-Louis-et-
Parahou (West, Figure 1) (DIREN Languedoc-RoussiBtEE-GINGER, 2008). Generally, the rainfall regins highly

variable with very intense precipitation eventsalh, winter and spring and very dry summers.

2.2 Available data

The precipitation measurements available on the Agtchment come from two different observatioretivorks:

- PLU: The operational hourly rain-gauge network flood monitoring purposes and data provided byrégional
flood forecasting service, the Service de Prévisies Crues Méditerranée Ouest (SPCMO).

- JP1: 1 krf quantitative hourly precipitation estimates ANTIRE J+1 (ANalyse par spaTlalLisation hOraire des
PrEcipitations) that come from a merging of radatadand rain-gauges measurements (Laurantin, 2008;
Champeaux et al., 2009).

The hydrometric data were derived from the netwofloperational measurements at variable time sfelysiroFrance
databank, http://www.hydro.eaufrance.fr/). The atnegauges are located in 5 upstream stations fioemnted by the dam
(Table 1 and Figure 1). Table 2 summarizes the rhgdrological features of the 5 stations. This gtwdll focus on 3
recent events started on 04 March 2013, 16 Nove@®#8 and 28 November 2014, being highly variabigb(e 3), with
rainfall lasting respectively 3 days for the spriegent and 4 days for the 2 fall events. The seteetvents have been
labelled with the start date and the duration #sve: 20130304 _3d, 20131116 4d and 20141128 4dhAlfloods feature
moderate specific peak discharges for flash-fldaghlighting the high infiltration rates. The rufafoefficient is always
higher for the eastern part (station n°5, Tabléhah for the western pafithis ey partiy be dutheJosses i thekarstic
SyStemsforthewesiern subcatchments(Stationsmd®). The runoff coefficient is even higher tHafor 20130304 _3d at
station n°5. There is no definitive explanation that, but several possibilities can be conside(gdhe very high soil

conclude to only losses in the Verdouble catchmeusto the karstic system (Ladouche et al., 2004}: event occurred in

spring with an averagely moist soil (20130304 _3abl€ 3), while the other two occurred in autumrhvdty soils after the
summery drought. The autumn episodes exhibit véfgrdnt intensities: the specific peak dischargagge from 0.3 to 0.6
m3s~1km™2 for 20131116_4d, and from 1 ton23s~'km™2 for 20141128_4d. Concerning the mean of the maximu
rainfall intensity over the catchment, they rangenf. 8 to 14mm.h™! according to PLU and from 9 to m.h™?!
according to JP1 for 20131116_4d; 19 tond@.h~'according to PLU and from 15 to 2%m.h 'according to JP1 for
20141128 4d (Table 3). 20141128 4d is thereforehmmore intense than 20131116 4d according to bbo#demwed
forcings even if JP1 forcing presents lower inteé@si 20130304_3d is in between both episodes, spicific peak

discharges ranging from 0.6 to hBs~km™2, but lower rainfall intensities, ranging from 7 1d mm. h~*according to

5
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PLU and from 6 to 1inm. h~*according to JP1. These episodes are representditiie different seasonal rainfall regimes
that lead to floods over the Agly. In spring, fl@odre mainly originated from stratiform type ralhfaith moderate but
persistent precipitation rates that can result ubsgantial accumulations. In autumn, floods are tnigely driven by

convective type precipitations of shorter durathor high intensity.

Station River Area (k@) | T. (h)
n°1 Ansignan Désix 157 9
n°2 St-Paul-de-Fenouillet Agly 216 10
n°3 Padern Verdouble 161 8
n°4 Vingrau Verdouble 301 11
n°5 Tautavel Verdouble 305 12
Rivesaltes Agly 1053 23

Table 1: Characteristics of the 5 subcatchments anthe whole catchment. The time of concentration is 8mated using Bransby
Williams formula (Eq. 3).

Station Period QIX2 (s QMEYV (nr’s?) TMEV

n°1 1994-2018]  85.0 [57.00;120.0] 291 15/03/20111
n°2 1971-2018]  87.0 [77.00;99.00] 483 26/09/1992
n°3 2006-2018 - 281 30/11/2014
n°4 2010-2018 - 525 30/11/2014
n°5 1967-2018 170.0 [140.0;200.0] 922 13/11/1999

Table 2: Hydrological statistics of the 5 catchment§~rom HydroFrance databank, http://www.hydro.eaufrance.fr/). QIX2: 2-year
return period of maximum instantaneous discharge ad confidence interval 95%, QMEV: known maximum ins@antaneous
discharge, TMEV: Date of QMEV.



PLU JP1
Event Station Cumulated H  Max | Cumulated P | Max | 4 Qg|s Ty C, Hini
(mm) (mm/h) (mm) (mm/h) | (m3s—1) (m3s~tkm=2) | (dd hh:mm) (%)
20130304 _3d n°l 186 + 19 [226] 7.4 167 +30[208] .4 6 137 0.87 06 06:35 0.1y 4890
n°2 | 183 +37[215] 6.9 160 + 25 [217] 5.8 137 0.63 060940 | 0.12] 51+3
n°5 | 181+28[218] 11.2 | 192+26[294] 114 459 50L. 06 12:24 | 1.0 651
Outlet | 179 £ 40 [226] 8.5 178 + 30 [294] 8.6 970 9D - - 567
20131116_4d n°l 227 + 11 [303] 13.1 208 + 18 [242] 10.9 47 0.30 18 05:10 00p 35
n°2 | 275+26[303] 14.1 | 212+24[269] 8.8 131 10.6 1801:58 | 0.05 424
n°5 | 181 37 [241] 8.0 183 +17[230]  10.6 109 0.3 1806:13 | 0.21] 55%3
Outlet | 208 * 49 [303] 9.9 194 + 25 [285] 9.6 260 29 - - 45+8
20141128 4d n°l 311 +12 [318] 30.4 284 + 40 [361] 25.0 251 1.60 30 14:56 0.14 36xp
n°2 286 + 28 [312] 18.8 261 + 41 [357] 15.1 215 990. 29 22:28 0.07 404
n°5 222 + 37 [264] 20.9 234 + 36 [356] 20.7 606 991. 30 07:45 0.677 585
Outlet | 269 * 61 [392] 14.5 257 + 54 [492] 12.8 978 0.93 - - 48 + 10

Table 3: Main features of the selected flash floodvents. Observed forcing PLU: network of 19 rain-gages, observed forcing JP1: 1 kfquantitative
precipitation estimates, Cumulated P (mm): mean +tandard deviation [max] accumulated precipitation m the catchment during the whole event, Max

I (mm/h): mean of the maximal rainfall intensity owver the catchment,Q;; (m3/s): peak discharge for the eventQZ (m3/s/km2): ratio of the peak

discharge for the event to the drainage area of theubcatchment,T; (dd hh: mm): date of the peak discharge, (-): observed runoff coefficient, ratio

of the amount of runoff through the outlet to the anount of rainfall on the catchment,H;,; (%): mean + standard deviation initial soil moisture
according to SIM daily root-zone humidity output (Habets et al., 2008).



Figure 2 shows the spatial repartition of the clativé rainfall for the three events for both fogsn The rain gauges data
have been interpolated using the Thiessen polygethads (Thiessen, 1911-—Acecording-to-the locabbmain-gauges,

Nnaolvvaon e _formed-b hae nharnand a cabifRe ara ol a-ne a\Vlla a N ataVa hnam- 1N Via N N

iability in rainfall clearly emerges especialbgtween the eastern,
western and mountainous part.
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Figure 2: Spatial variability of the cumulative rainfall for event 20130304_3d (top), 20131116 _4d (mileé) and 20141128 4d
(bottom), according to the observations: PLU (left)the operational hourly rain-gauge network (from Hydroreel, Serveur de

données hydrométriques en temps réel, Bassin RhOMgditerranée et Région Auvergne-Rhéne-Alpes,
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https://www.rdbrmc.com/hydroreel2/listestation.php accessed on November 20,2019) and JP1 (right) 1 kmerging of radar data

and rain-gauges measurements.

3 Hydrological tool
3.1 Rainfall-runoff model

The MARINE model is a distributed mechanistic hydgical model specially developed for flash floadhslations. It
models the main physical processes in flash flagpdinfiltration, overland flow, lateral flows in #and channel routing.

Conversely, it does not incorporate low-rate flawgesses such as evapotranspiration or base flow.

Distributed input data

Rainfall Soil survey D.E.M. Vegetation and land use
Initial soil
water content  yqraylic conductivity Hillslope Surface roughness
Saturated water content Flow pathway
Soil suction Drainage network
Soil thickness
WATERSHED
v ' '
> Surface runoff*— Overland flow* v
A — Drainage network flow*
—— Infiltration*. .. . . .. »Subsurface flow*
VERTICAL LATERAL
FLUXES TRANSFERS
*Distributed ouput variables Output hydrographs

Figure 3: Structure of the MARINE model.

MARINE is structured into three main modules that aun for each catchment grid cell (Figure 3). Titet module allows
the separation of surface runoff and infiltratiosing the Green-Ampt model (Green and Ampt, 191hp $econd module
represents subsurface downhill flow, based on #meernlised Darcy law used in the TOPMODEL hydratagimodel
(Beven and Kirby, 1979). Lastly, the third modupresents overland and channel flows. Rainfall &xée transferred to
the catchment outlet using the Saint-Venant eqgnatsimplified with kinematic wave assumptions (Ere2992). The
model distinguishes grid cells with a drainage mekw—where channel flow is calculated on a triangulhannel section
(Maubourguet et al., 2007) — from grid cells onstilpes, where overland flow is calculated for émtire surface area of the
cell. For more details about the MARINE model, teaders can refer to Roux et al. (2011), Garaméta. (2015b) and
Douinot et al. (2018).

The MARINE model works with distributed input dagach as: (i) a digital elevation model (DEM) of ttatchment to
shape the flow pathway and distinguish hillslopisdeom drainage network cells, according to aimkd area threshold; (ii)
soil survey data to initialize the hydraulic andrage properties of the soil, which are used aarpaters in the infiltration

and lateral flow models; (iii) vegetation and lamgk data to configure the surface roughness pagasneted in the overland

9



10

15

20

25

flow model. As the MARINE model is event-basednitst be initialized to take into account the presgionoisture state of
the catchment. This is done by using the spatidy daot-zone saturation state, i.e. the ratioh## soil water content to the
soil storage capacity at a spatial resolution d8 &, output from Météo-France’s SIM operationahich(Habets et al.,
2008). The initial soil water content for MARINE tiserefore directly obtained by multiplying thesaition state by the soil

storage capacity of each cell.

3.2 Calibration/Validation on the Agly catchment

MARINE requires parameter calibration so as to em®ly reproduce hydrological behaviours. Based poavious
sensitivity analyses by Garambois et al. (2013) fparameters are calibrated: soil depththe transmissivity used in
lateral subsurface flow modellir@., hydraulic conductivity at saturatidaf, and friction coefficients for low and high-
water channelsy, andny, respectivelyCy, Cx andC, are the multiplier coefficients for spatialisedtigated hydraulic
conductivities and soil depths. Note thatandn, are kept invariant throughout the drainage netwdhe spatial resolution
of the MARINE model on all the Agly subcatchmergf500 m. The calibration of the Agly catchment at the $&laul-
de-Fenouillet station (n°2, Table 1 and Figure &yevperformed by Garambois et al. (2015a) accorttiripeir proposed
methodology. The events used for this calibratienader than those considered in the present 2@320411, 20031204,
20040221, 20051115, 20101010, 20110315, see Garambal., 2015a). The cost functibg, is designed to evaluate the
performance of the model (Roux et al., 2011; Gameét al., 2015a):

1 1 Q3-0p 1 T5—T9
Lyp ==Ly += 1—# +- 1——"’ Pl | )
3 3 Qp 3 T,

whereQ, andQy are respectively the simulated and observed peadf; 7,; andT,) are the simulated and observed time to
peak, and? is the time of concentration of the catchméptdenotes the efficiency coefficient (Nash and $ff¢l1970):

2
_ Zita(ef-0?)

Ly=1 —=,
N S (ef-2°)

(@)

wheren is the number of observation data, @tdandQ® are the simulated and the observed runoff. THenattd times of

concentration of each subcatchment are given iteThlusing Bransby Williams formula (Pilgrim andr@ery, 1992):
T, = 14.6LA7%1§702 3)

whereT, [min] is the time of concentration,[km] is the total length of channel,[km?] is the drainage basin area,
S [m/m] is the average slope. Here, the formula for timeomcentration is only used to normalize the pesle delay in
the third term of equation 1 with a characterititite of the catchment, so the most important psitd always use the same
procedure to make this term dimensionless. Note tthe range of values for bothk, andLy spans from-oco to 1, one

being the perfect score.
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Table 4 lists thd., andL,, efficiencies for the validation cases: the 3 stddévents with different forcings and 2 older
flash flood events with available data, only usedthe validation process of the hydrological modek not further studied.

Table 4 and Figure 4 show that:

- Only one event (20130304_3d with PLU forcing) idlweenulated at the 5 gauging stations,

- Only one event (20130304 _3d with both PLU and &dirigs) is well simulated at mountainous statidh, n

- All the other events are correctly simulated ondy & part of the catchment: either the eastern pear the
Mediterranean Sea (stations n°3, n°4 and n°5)h@isbuth-west mountainous part (station n°1), errbrth-west
continental part (station n°2). This result doeseem to be directly linked with the rain-gaugedtribution
because first of all, the rain-gauge network igedense in this catchment and rather well distetbuwith 19 rain-
gauges for an area of around 1000*kthe rain-gauges density is about 1 for 50 kmhereas the rain-gauge
density for the full network over mainland Franseof 1 for 120 krh (Mounier et al., 2012). In addition, it's not
always for the same part of the catchment thatntioglel has the best performance: it depends on \hat.e
Therefore, the same distribution of rain-gaugesetones leads to a correct simulation in ternL,, cost function

(Eqg. 1) for a given even, while leads to an un&attery simulation for another event.

Event forcing n°l n°2 n°3 n°4 n°5
19920926_PLU - 0.920.93 - -

20090411 _PLU <0(<0) | 0.500.12) | <0(<0) - <0(<0)
20130304_3d_PLU| 0.780.80 | 0.61(0.72 | 0.61(0.43) | 0.670.60 | 0.70(0.61)
20130304_3d _JP1| 0.740.73 | <0(0.34) | 0.6740.52 | 0.770.66 | 0.780.69
20131116_4d _PLU|  <0(<0) | 0.640.41) | 0.06(<0) <0(<0) 0.38(<0)
20131116 _4d JP1 <0(<0) <0(0.36) <0(<0 <0(<Q) Gan
20141128 4d _PLU|  <0(<0) 0.11(<0) 0.650.16) | 0.670.47) | 0.790.61)
20141128 4d _JP1 <0(<0)| 0.690.64 | 0.7840.73 | 0.81(0.74 | 0.890.81)

Table 4: Lyp(Ly) efficiencies for each station (see numbering Tablg¢) and for each validation events, PLU: forcing withthe
network of 19 raingages, JP1: forcing with 1 krfi quantitative precipitation estimates. Bold valuesndicate efficiencies above 0.5.

As expected, the different parts of the catchmetibé various behaviours which are difficult toroectly simulate
with a single calibration by just using observaiat the station n°2. On one hand, events withivelg moderate peak
discharge are usually not correctly simulated by RIKE whatever the observed forcing, as is the cakehe
20090411 PLU and 20131116_4d events. Indeed, deattteors have pointed out that specific peak @isgbs larger than
0.5m3s 'km~2 are one of the relevant criteria to define a fléislod (Braud et al., 2014; Gaume et al. 2009). The
20090411 PLU and 20131116_4d events exhibit smpéeak discharges (Table 3), except for the 201314d @pisode at

station n°2, where the results are correct forrb¥ forcing (Figure 4). When the simulated hydrgdrsare suitable for the
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eastern Agly, the discharge is overestimated olerwestern part (e.g. 20141128 4d; Figure 4). Quelg when the

simulated hydrographs are correct over the wedtgiy, the peak discharges are underestimated iedlséern part as in the

20130304_3d episode. Difficulties in correctly slating the hydrological responses over all the attfiments arise due to

With respect to the two major 20130304_3d and 202814d events, both simulated with the two obsefeecing,
simulations are more satisfactory with the 1*kynantitative precipitation estimates ANTILOPE Jef.the eastern than for
the western part. This may be due to the fact thatradar is located close to the sea, being tlenbeorographically
sheltered over the western Agly (Figure 1). Sevetia¢r calibration tests could have been carrigdsouas to improve the
results of the hydrological model such as one catlibn for each sub-catchment. However, the manpgae of this study
focuses on the potential of ensemble strategiémpoove flash flood forecasting. Furthermore, NWBd®l driven runoff
simulations have been compared both against therwdx$ discharges and against the observed rairegand radar
precipitation driven runoff runs. Hence, the impatthe external-scale uncertainties on the qualitthe distinct HEPS can
be emphasized.
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Figure 4 : Hyetogram and hydrogram at station n°1 left), n°2 (center) and n°5 (right) for three evers, PLU: forcing with the
network of 19 raingages, JP1: forcing with 1 krfi quantitative precipitation estimates, Qobs: obsered discharge at the station, Q
PLU: simulated discharge with PLU forcing, Q JP1: sinulated discharge with JP1 forcing.

4  Meteorological tools

The fully compressible and non-hydrostatic WRF nhddes been employed to generate the ensemble meniier
WRF set-up consists of a single computational dansaimpletely spanning the Western Mediterraneaionegt 2.5 km
spatial horizontal resolution (i.e. 767 x 575 gpinints) and 50 vertical levels (Figure 5). Deepgshoonvection is explicitly
solved due to the high-spatial resolution. All #resemble experiments have a temporal forecastirigamoof 48-h, starting
at 00 UTC on the day before of the main observexk ffleods. Starting on this day warranties a sigtddad-time to issue
warnings to local water management services. Fesettihydrometeorological episodes lasting more 2hdays, successive
consecutive 48-h simulations have been perforntadirgg on the next days at 00 UTC. Hence, thésitiin and subsequent
evolution of the most active precipitation systeand the overall rainfall episodes are completeboempassed.

WRF simulations have been forced by using the dl@esemble Prediction System of the European Cefore
Medium Range Weather Forecasts (ECMWF-EPS). The MR&mble has been built by using the referenee (.
unperturbed) run, while the PILB approach has a®red a selected set of the overall ECMWF-EPS pdipul. Finally, the
hourly QPFs are used to force one-way the MARINElehgo as to build the HEPSs. In addition, the rdetéstic ECMWF
forecasts have been also dynamically downscaledsstw have a control baseline for comparative mepagainst the
ensemble strategies.

Deterministic simulations have used the followingygical parameterizations: the WRF single momermtiags
microphysics scheme, including graupel (WSM6; Hand Lim 2006); the 1.5-order Mellor—Yamada—Jahpundary layer
scheme (MYJ; Janjj 1994); the Dudhia short-wave scheme (Dudhia, 1,982 RRTM longwave scheme (Mlawer et al.,
1997); the unified Noah land surface model (Tewaral. 2004); and the Eta similarity surface-lagexdel (Janj, 1994).
Note that the WRF configuration for the control glations is the same as the daily operational petin by the research

Meteorology Group at the University of the Baledsiands (http://meteo.uib.es/wrf).
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Figure 5 : Configuration of the computational doman used for the WRF numerical simulations.

4.1 PILB ensemble

The operational ECMWF-EPS is formed by 51 membére reference and 50 perturbed forecasts— at Tigd&rsl
resolution (20 km) and aims to cope with uncertamtelated to the actual state of the atmospHére daily synoptic-scale
uncertainties are encompassed by perturbing ailimbalysis through the flow-dependent singulacters technique

(Buizza and Palmer, 1995; Molteni et al., 1996)\e@er, perturbed IC/LBCS can produce inadequateaspm the Short
range, before error growth on the synoptic scaletmes non-linear (Gilmour et al., 2001). Therefdhe implemented
PILB ensemble is based on dynamically downscaliegeé 20 ECMWF-EPS members exhibitifig faximum peations in

thelinitial"and"lateral boundaries conditions otrer WRF domain. This strategy seeks to ameliotzedaforementioned
mismatch between the synoptic-scale error growttinopation time for the singular vectors and thd-synoptic error
growth, more relevant for short-range forecastsnaall- and medium-sized basins (Ravazzani et @L62Amengual et al.
2017).

At this aim, a k-means clustering algorithm usihg Principal Components of the 500 hPa geopotemidl850 hPa
temperature fields is applied to the entire ECMWESEover the WRF numerical domain. Then, the 50rebkemembers

are categorized in 20 clusters and the 20 closestbers to the centroids are used as initial anddemy fields for the PILB
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ensemble. Boundary fields are updated every 3 hpagdical schemes remain invariant for all the eride members and

are the same that these used to run the deterimW&RF simulations.

4.2  Mixed-physics (MPS) ensemble

There is not an optimum set of physical numericalameterizations when simulating severe weatheriatesse
precipitation events. Several studies have showan different combinations of physical parameterta render similar
performances (Jankov et al., 2005; Evans et allR0lhat is, the meteorological variables are iigasto a myriad of
processes which are differently parameterized Ipalske numerical schemes. When simulating flashdilug driven by
convective-type precipitation, cumulus parametéiors are the main candidates for direct uncenasaimpling. However,
as convection is explicitly resolved, uncertaingesing from the microphysical sub-grid processed planetary boundary
layer (PBL) schemes have been encompassed. Therfoegulates the distinct forms of rainfall, thédaaccounts for the
turbulent vertical fluxes of heat, momentum and shoke within the PBL and throughout the atmosphBrh physical
mechanisms are also dominant when controlling deejst convectioni The MPS ensemble has been geneusing all
possible pairs (cloud microphysics-boundary lapetwveen the following schemes, summing up to 20 bezm

- Microphysical schemes: (i) WRF single-moment 6-€l@8/SM6; Hong and Lim, 2006); (ii) Goddard (Taoa&t
1989); (iii) New Thompson (Thompson et al., 2008)d (iv, v) National Severe Storm Laboratory (NS8A)-
moment (Mansell et al., 2010) with tWe'Clotd Corsiion NUcléi (CCN) prediction values of 0.5°a0d 1.0-19
cm®,

- PBL schemes: (i) Yonsei University (YSU; Hong et @D06); (ii) Mellor-Yamada-Janjic (MYJ; Janjic994); (iii)
Mellor—Yamada—Nakanishi—Niino level 2.5 (MYNN; Nakshi and Niino, 2006)), and (iv) Total Energy—Mass
Flux (TEMF; Angevine et al., 2010).

On one hand, all microphysics schemes involve tineulation of explicitly resolved liquid water, clduand
precipitation, and include mixed-phase transforomi (i.e. the interaction of ice and liquid watejowever, each
microphysical parameterization treats differentlg tnteraction among five or six moisture species (ater vapour, cloud
water, rain, cloud ice, snow and graupel); the ayprocesses of rain production, fall and evationa the cloud water
accretion and auto-conversion; condensation; anda@n adjustment and ice sedimentation. The #pdtlediterranean
is affected by air masses of distinct signatuie Gaharan, Atlantic, purely Mediterranean or cmnttal central European),
featuring a high variability of aerosol concenwatithat influence the moist physical mechanisms irelusion of two
different CCN concentrations copes with uncertamtin the aerosol characteristics. On the othedh#re choice of
different PBL schemes can be crucial when corregitiyulating the onset of mesoscale severe weathemgmena. PBL
modulates the temperature and moisture profilethénlower troposphere and the effects of turbuleincéhe daytime

convective conditions (Hu et al. 2010; Coniglicakt2013). Finally, it is worth noting that thetiai and lateral boundary
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conditions are kept invariant through all the MR%amble members. IC/LBC come from the ECMWF-EP®resifce

forecast for each individual case study and latesaihdary conditions are updated every 3 h.

5 Results and discussion
5.1 Verification of the SREPS

The quantitative comparison of the spatial 48-huandated precipitations for the PILB and MPS expenmts
against the radar estimates provides a qualityoltbf the ensemble performance for the selectésbdes over the study
region. Figure 6, Figure 7 and Figure 8 indicataliséc spatial distributions for all the study eas high rainfall
accumulations in the upper tail distributions otthensemble strategies are a good indication ofptitential for heavy
rainfall. The regional roughed topography (i.ee tire-Pyrenees, Pyrenees and the Massif Centrdbtésminant to place
and focus the Probabilistic Quantitative Preciptat-orecasts (PQPF). Both approaches could sudoeéssuing warning
alerts before flash flood scenarios in the regidawever, SREPS reliability must be previously clegtlat basin scales.
Flash flood forecasting over a single medium-sizgighment is a challenging issue as many smaléstatospheric factors
concur in determining the location of deep conwetind intense precipitation. A crucial featured@termining correctly
the location of the rainfall amounts is to accusagémulate the south to north easterly low-levedisture maritime flows

impinging over the mountainous slopes of the Aglgib.
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Figure 6 : Spatial distributions of the 48-h rainfdl amounts for the March 2013 episode according tofa) radar JP1, (b) MPS
percentile 90 and (c) PILB percentile 90, starting o 4th 00 UTC, and; (d) radar JP1, (e) MPS percentil®0 and (f) PILB percentile
90, starting on 5th 00 UTC. The Agly basin is highligted.
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Figure 7 : Spatial distributions of the 48-h rainfdl amounts for the November 2013 episode according: (a) radar JP1, (b) MPS
percentile 90 and (c) PILB percentile 90, starting » 16" 00 UTC; (d) radar JP1, (€) MPS percentile 90 and YfPILB percentile 90,
starting on 17th 00 UTC; and (g) radar JP1, (h) MPSnd (i) PILB, starting on 18th 00 UTC. The Agly basins highlighted.
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Figure 8 : Spatial distributions of the 48-h rainfdl amounts for the November 2014 episode according: (a) radar JP1, (b) MPS
percentile 90 and (c) PILB percentile 90, starting or28th 00 UTC; and (d) radar JP1, (e) MPS percentil©0 and (f) PILB
percentile 90, starting on 29th 00 UTC. The Agly basiis highlighted.

48-h rain-gauge (PLU) and radar-derived (JP1) adirimounts have been used to evaluate the foregast
ensemble skill at the relevant hydrological scalesthis end, the cumulative ensemble QPFs have imterpolated to all
the available rain-gauges ahd'to'the pixels ofélaar domain Shown'in Figlres 6't¢o8 each study case (Akima, 1978 and
1996; Figure 9). Most members of the PILB and MRSeebles exhibit underestimations for the 04-020B3 and 28-
29/11/2014 experiments, while overestimations lier 16-18/11/2013 simulations. Both strategies dgnesent remarkable
differences in ensemble skill and spread when fs#ieg the total rainfall amounts (Figure 10). Rowan squared errors
(RMSE) and correlations (r) are quite similar, sating a slightly more accurate performance of MRS or PILB ensemble
strategy depending on the case study and thergtatéiy of the experiment.
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In addition, the skill of each ensemble strategyiiadicting the probability for different accumudats —ranging
from light to torrential rainfalls— has been aseedslsy means of the ROC curves. The ROC curve esgsebe true hit rate
of a probabilistic forecast at different false alarates, while the area under the ROC curve (AU@ntjfies the ability of
the ensemble to discriminate between the occurreng®n-occurrence of an event (Schwartz et alLOROROC curves
have been computed by using all the study caseshenchdar-derived (JP1) rainfall accumulationsehbgen employed as
the observed baseline. The following 48-h accuredlgirecipitation thresholds have been consideretio 515, 25, 50, 75,
100, 125, 150 and 200 mm. As the forecast protiisgsilare computed and verified against each piinvthe radar
domain shown in Figures 6 to 8, the statisticalgasums up to 54145 members (7735 radar grid-pdiimes 7 ensemble
experiments).

Probabilistic QPFs from the PILB approach showghsly higher forecasting skills than MPS for smalinfall
accumulations (i.es 15 mm; Table 5 and Figure 11). Even so, the AU@sadove 0.85 for both ensemble strategies. For
moderate to high rainfall thresholds (25-75 mm),BPand MPS are almost statistically indistinguislealwith AUCs well
above 0.7. Depending on the precipitation limit, 318r PILB features a slightly higher probabiliskicecasting skill. At
greater thresholds>(100 mm), PILB shows a larger discrimination apjlitvith areas slighter higher than 0.7 for all the
cases, except the most extreme precipitation acetion. On the other hand, MPS renders values dioseit below 0.7. In
general, both strategies exhibit an elevate qualitthe probabilistic forecasts for low to moderaafall accumulations.
Remarkably, the discrimination ability of the Plidrategy is maintained up to 150 mm. This resuihtgoout to a more
effective encompassing of uncertainties emergirggnfrthe IC/LBCs than from the microphysical and PBhysical
inaccuracies likely due to the dominant role of thgional complex orography when controlling ralhiiacation. However,
the high AUCs rendered by both ensemble stratemiggest to account for both sources of uncertaiatgs to obtain high-
quality PQPFs.

Precipitation threshold (mm) ROC areas
MPS PILB

5 0.855 (0.8460.864) 0.917 (0.91D.922)
10 0.888 (0.8810.894) 0.913 (0.969.917)
15 0.852 (0.8460.859) 0.877 (0.87D.881)
25 0.833 (0.8280.839) 0.842 (0.8370.847)
50 0.785 (0.78060.790) 0.771 (0.76®.776)
75 0.741 (0.7350.746) 0.741 (0.73®.747)
100 0.699 (0.6940.705) 0.721 (0.719.726)
125 0.690 (0.6840.695) 0.717 (0.71D.722)
150 0.691 (0.6850.697) 0.716 (0.71®.721)
200 0.638 (0.6300.647) 0.689 (0.68D.696)
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Table 5 : Areas under the ROC curves for the MPS an®ILB ensemble strategies. Associated uncertainty teach score (between
brackets) is expressed as the 95% percentile conéidce intervals, calculated by using a 10000-samgleotstrap.
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Figure 11 : ROC curves of the MPS and PILB ensemblstrategies. The embedded figures display the sharps® diagrams
containing the number of forecasts used in each pbability bin and the total number of observations onsidered.

5.2  Verification of stream flow forecasts

As mentioned by Bellier et al. (2017), the visuadgection of individual hydrographs is useful fdoedter understanding of
how forecasts behave. The hydrological simulatiwage been forced by the 48-h meteorological siriarat resulting in 7
hydro-meteorological simulations each lasting 2sjayarting respectively on th& and %' of March 2013 (20130304_2d
and 20130305_2d), 617" and 18' of November 2013 (20131116_2d, 2013117_2d and POIB 2d), 28 and 29" of
November 2014 (20141128 _2d and 20141129 2d) atTd0. Bigure 12 shows the hydrographs at three s&tffn°1, n°2
and n°5) of the 20130305_2d, 20131117_2d and 2@B12d experiments and for the all 48-h performetufations with:
observed forcing (PLU and JP1), deterministic (WBR) ensemble forecast MPS. Results are very sifoil&ILB-HEPS.
The median and the #Gnd 98 quantiles of each ensemble strategy, as well@sirt level alert from the flood warning
center in France (SCHAPI), are also shown as meéee In general, the WRF deterministic driven bialyical forecasts
often miss the peak times for all the hydromettitisns (Figure 12). The HEPS improves this featawen if biases in the
EPS still remain as are propagated down to thedhggical model. That is, the MPS-HEPS and PILB-HERSibit slight
underestimations (overestimations) for the 201302d5and 20141129 2d (20131117_2d) simulations.observed peak
time is included in the boxplots (minimum and maximof all of the data) of the ensemble strategogsttie 5 stations,
whereas it is not included in the boxplot for tlegeministic simulations at stations n°1, 2 ands3t@an be seen in Figure
13 for stations n°1 and n°5. It can also be apptedithat the peak timing delay is usually negaiivéependently of the
experimental set-up. Almost all the hydro-meteagadal simulations result in earlier peak timingartobserved.
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Figure 12: MPS-HEPS hydrograms at station n°1 (left) n°2 (center) and n°5 (right) for the 20130305_2dimulation (top),
20131117_2d simulation (middle), 20141129 2d simtita (bottom). Note that Q50 is the ensemble mediaQ10 denotes the 10th
ensemble quantile, Q90 labels the 90th ensemble auiide, Qobs is the observed discharge, WRF is the RF deterministic driven
discharge experiment, PLU is the PLU driven runoff ginulation, and JP1 denotes the JP1 driven dischargeimulation. Alert 1
corresponds to the first alert level.
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Figure 13: Delay of simulated peak time for the 7iswlations at stations n°1 a) and n°5 b) for simulfons with JP1 forcing, PLU
forcing, WRF deterministic forcing and ensemble stategies forcings (MPS and PILB). The boxplot presentive sample statistics:
the minimum, the lower quartile, the median, the uper quartile and the maximum.

The peak plot approach has been adopted to begeeaate the value of the ensemble strategietha@kknsemble members

are joined in a single plot by calculating the @tein from the observed peak discharge and tim#apga et al., 2013;

Ravazzani et al., 2016). Figure 14, Figure 15 agdré 16 summarize the simulations carried outstations n°2 and n°5
and for simulations 20130305_2d, 20131117_2d addl?0?9 2d. Results exhibit a high inter-event \ality as it might
be expected given their different characteristresgarding the MPS-HEPS experiments, the observak lgs in the range

of variation of the ensemble for the 20130305_2d ati hydrometric stations n°1 and n°2 (Figure I4)s fact can be

ascribed to the large spread found in the driveakmischarges: deviations from the observationedngm approximately

—110 to 4200 m3s~1, while timing delays fluctuate from26 to +15 h for station n°2. Indeed, the 80% confidence

interval of the MPS-HEPS simulations never encorsgsithe observed discharge for this event. The samarks also
apply for the 20141129 2d case at stations n°3)dd5a(Figure 16) and 20131117 _2d at station n°& 0% confidence
interval of the MPS-HEPS simulations encompasse®htiserved discharge only for the 20131117_2d sithowl at stations
n°2, 4 and 5 (Figure 15) and for the 20141128 Zdadion n°2.

The observed peak also lies in the range of vanatif the PILB-HEPS ensemble strategy for the 2@1312d run at

stations n°2, 3, 4 and 5 (Figure 15), and for 8842129 2d simulation at the five gauge-stationgufié 16). Concerning
both episodes at the gauge-station n°2, PILB-HE®&asl is larger than MPS-HEPS in terms of the oleskpeak discharge
although smaller for the observed peak time. Thafrom—17 to +22 h for the MPS-HEPS and from3 h to +18 h for
the PILB-HEPS for 20131117_2d and frem2 to +25 h for the MPS-HEPS and from12 h to +8 h for the PILB-HEPS
for 20141129 _2d. The opposite is found at statithfor 20130305_2d and 20141129 2d. The 80% comfielénterval of
the PILB-HEPS simulations encompasses the obsatigetharge only for the 20141128 2d run at statitthhand for the

20141129 2d run at stations n°2 and 3 (Figure G8)en those results, it seems that there are netautial differences

between the both HEPS strategies on these test.case
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Figure 14: Peak flow analysis at stations n°2 a) ann°5 b) for 20130305_2d. X-axis shows the delayofn the observed peak time,
y-axis shows the deviation from the observed peakistharge. The triangles shows the deviation of thensulations with ensemble
members forcing (grey for MPS, light blue for PILB), the shapes with black contour shows the deviationf the median of the
HEPS simulations with ensemble members forcing, thpink circle shows the deviation of the simulation wh JP1 forcing, the
green circle the deviation of the simulation with BRU forcing and the dark blue square the deviation ofthe simulation with
deterministic WRF forcing. Alert 1 (yellow dashed ine) is the warning threshold, the black star is te observation used as
normalized reference.
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Figure 16: Peak flow analysis at stations n°2 a) @mn°5 b) for 20141129 _2d. See Figure 14 for the @és of the legend.
5.3 System reliability for flood warning

Results of all the performed hydro-meteorologidatudations lead to the conclusion that it is veifficllt to correctly
reproduce the spatial variability of the catchmleebaviour, even forcing the hydrological model withserved rainfall.
Next step was therefore to test the ability ofligdrometeorogical modelling strategies for issuiglgable flood warnings.
Let's consider a forecast event that either ocourdoes not occur. For flood forecasting, it uguaibnsists in an alert
threshold exceedance. The performance of a hydemrabgical prediction chain can be examined usingpntingency
table (Table 6).

Threshold exceeded observed
Yes No

Threshold exceeded forecast Yes Hits (h) Falsenalf)

No Misses (m)| Correct negatives (1

~

Table 6: Two-by-two contingency table for flood warning evaluation.

Several metrics for the evaluation of flood warnpeyformance can be derived from the contingenbiethy considering
the number of hits (h), misses (m), false alarsuffl corrects negatives (n) for all the simulatiohhe proportion correct
(PC), probability of detection (POD), false alaratio (FAR), critical success index (CSI) and BIA8va the following

properties (Nurmi, 2003):
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- The PC score corresponds to the ratio of correchiwg forecasts and total forecasts. PC ranges fidm1, the
latter being the perfect score. Note that the RIgxrdoesn't differentiate between misses and &dsens.

- The probability of detection is the ratio of coittgdorecast threshold exceedances to the totalbmuraf threshold
exceeded observed. POD ranges from O (no hit) 1obkjing the best. Note that for values equal & tmere are no
misses and all occurrences of the event were dbriiececast. However, POD doesn't penalize falaenss and it
can be artificially improved by overforecasting.

- The false alarm ratio is the ratio of the numbefatde alarms to the total number of threshold eded forecasts.
FAR ranges from 0 to 1, 0 being perfect. Thatheré are no false alarms and all warning foreosste correct.
Note that FAR doesn't penalize misses and it caartifecially improved by underforecasting.

- Neither POD nor FAR can give a complete picturdasécasting success. The Critical Success Indexbotas
both aspects of probability of detection and falkem ratio. Therefore, CSl is more balanced arittbguantifies
the correspondence between the observed and ftedoascurrences. This index is sensitive to hit p@nalizes
both misses and false alarms. CSI values range @&r@gno hit) to 1 (no misses, no false alarms), ihdpéhe best.
CSl ignores correct negatives as what it is expeict¢he forecast is to be effective in case oftale

- The frequency bias compares the number of timesvamt was forecast to the number of times an ewarst
observed. IBBIAS = 1, both frequencies are equal and the forecast lisased. IfBIAS > 1 (< 1), there is an

overforecast (underforecast) tendency: the evestfar@cast more (less) than it was observed.

As a first step, the probability of exceeding tharming threshold has been calculated for each drisestrategy! The
warning threshold that is used here is the firgell@lert from the flood warning center in Fran&CHAPI) as plotted on
Figure 12. Results are very similar for MPS-HERS RILB-HEPS: overall, with respect to the deteiistio simulations,
both ensemble strategies improve the forecastrekkiold exceedance for station n°5 (Tautavel) agtatie it for station
n°2 (StPaul) whereas there is no clear trend faiost n°1 (Ansignan). As it has been stated in 8&f2%n the hydrologic
simulations are suitable for the eastern Agly (@tan°2), the discharge is overestimated over thstern part (station n°5).
As most members of the PILB and MPS ensembles gxiililerestimations for the 04-05/03/2013 and 28-PR2014
events, both MPS-HEPS and PILB-HEPS result infglse alarm for station n°5 and more misses fdiestan°2. PILB and
MPS ensembles also exhibit overestimations forl#d 8/11/2013 event but less than the determingstiwlation, results
are therefore the same as for the 2 other events.

Figure 17 to Figure 19 show the results for FAR) @%l BIAS scores at the five hydrometric sectiofisese scores are
calculated with respect to the observed dischaagelsby using all the runs of the different episodes 48-h simulations
have been performed, these scores are based @ilthveing 7 experiments described in §5.2: 20130304 20130305_2d,
20131116 _2d, 2013117_2d, 20131118 2d, 20141128 @1#H1129 2d. Some tendencies can be highlighted flese

results:
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BIAS

The MPS-HEPS strategy overall performs better ttmenPILB-HEPS approach for the tested scores. Hewev
both ensemble strategies scores are very similar.
No ensemble strategy performs best for stationfof AR and CSI: there is no false alarm at thigtish (Figlire
f7) and therefore, the CSI score is the best withect to the other stations (Figure 18).
Although the ensemble improves the peak timingoime events, it doesn't improve the issuance of ngrat least
according to the five tested scores: the detertini®RF simulation always has better scores thanniedian of
both MPS-HEPS and PILB-HEPS&Xtept for BIAS, amuiatimes better than the maximum.

shows that both ensemble strategies tend denastimate the discharge at all the gauge-sta@iB@@pt station n°1, in

the mountainous part of the catchment (Figure TBt is, MPS-HEPS and PILB-HEPS tend to undereséirtiee discharge

10 atall

the station§léxeept over the mountainous gfathe catchment. This is an indication of theapaount importance of

the orography when controlling the location of deepvection in the meteorological simulations. Wieeography does not

play such an important role, forecasting the smeedile atmospheric features linked to the triggeend development of

highly localised convective precipitation coresrisre uncertain. As mentioned before, PILB-HEPS MIRS-HEPS tend to
exhibit underestimations for both 20130305 2d a@#i42129 2d simulations, and overestimations for20&31117 2d
15 run. Conversely, the observed forcing and the detestic forecast tend to overestimate the disoh&@geept for the two

eastern stations n°4 and n°5. We find here theemprences of the hydrological model calibration: mitlee simulated

hydrographs are suitable for the eastern Aglydikeharge is overestimated over the western parf)§

FAR at all hydrometric station FAR at all hydrometric station
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CSI at all hydrometric station

CSI at all hydrometric station
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Figure 18: asIFigurerd7, but for CSI.
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Figure 19: asIFigurerd7, but for BIAS.

5 Quaniitative'discharge forecasts can be evaluagaihst observed discharges but also against sietldischarges using
observed forcings. As stated by several authorsk@de et al., 2013; Bellier et al., 2017), the evrdue to the parameters

and structure of the hydrologic model are therefaoé taken into account in the last case. This @gqr separates the

impact of the external-scale uncertainties frons¢hemerging from the hydrological model. Evaluatibave been again

performed by using the simulated discharges witkeoled forcing PLU and JP1 as the baseline instédde observed

10 flows.
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As expected, when only external-scale uncertairgrestaken into account, the scores for the evialuagainst simulated
discharges with PLU or JP1 improve: PC, POD and &@8lhigher and there are no false alarms at 8tegmns (n°1, n°2
and n°3). However, the BIAS score shows that bo#demble strategies tend to highly underestimatsithalated discharge
at all the stations, except at station n°5 whenpamed to PLU and at stations n°4 and n°5 when coadpt JP1 (Figure
20). These stream-gauges are located over thamraste of the catchment. Again, the determinigiBF simulations have
better scores than the median of both HEPS, exXcephe station n°4 and the PC, POD, FAR and BIlABres when
compared to JP1.

Bias at all hydrometric station Bias at all hydrometric station
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Figure 20: Bias scores with respect to the simuladedischarges with forcing PLU (left) and forcing JP1(right) at the five gaging
stations for all the simulations of the 7 simulatias, WRF: simulated discharge with deterministic WRFforcing, PLU: simulated
discharge with PLU forcing, JP1: simulated dischargewith JP1 forcing, MPS ensemble strategies. The bolqi presents five
sample statistics: the minimum, the lower quartilethe median, the upper quartile and the maximum.

5.4  Overall view of the modelling performance

Binary events highlight one aspect of the forecaspecially relevant to avoid casualties, damagesconomic losses
(Hersbach, 2000). To obtain a more general quaatifin of the ensemble performances, other critmganecessary. Here,
the overall discharge forecast at the 5 gagindostatis studied by using the Continuous Rank Prilibal$core CRPS;
Matheson and Winkler, 1976). Tld&PS measures the differences between the foreBés), and observatiorg, (x),
expressed as cumulative distributions of one pat@meEg. 4). This score has the dimensions of thematrer and is equal
to the mean absolute error (MAE) for a determiniftrecast. The following description is mainlyrieted from Hersbach
(2000):

CRPS = [7[P(x) — P,()]%dx , (4)
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wherex is the parameter of interest, herein the dischagdx, is the value that actually occurrét{x) andP,(x) are the

cumulative distributions of andx,, respectively (Egs. 5 and 6).

P(x) = [2, p»dy (5)
wherep(x) is the probability density function of the foretas

0 forx < x,
1forx = x,’

PG = H(x = x) = | ®)

whereH is the Heaviside function. The minimum value oé &RPS is zero for a perfect deterministic forecast (i.e.
P(x) = By (x)).

Herein, theCRPS is averaged over the ensemble members and iSdremotedCRPS, while thex parameter corresponds
to the discharge at the 5 gaging stations. TRES is very small for the simulations correspondingthie episode of
November 2013 (i.e. 20131116_2d, 20131117_2d an82018 2d). This score is always belb®vm3s~* for all stations
and the MPS-HEPS and PILB-HEPS strategies. Corlyerthe CRPS is quite high — abovB0 m3s~!— for the numerical
runs of the event of November 2014 (i.e. 20141188aAd 20141129 2d), especially at the station itat is, the
cumulative distributions of discharge are similatvbeen the HEPSs and the observed dischargesefevidnt of November
2013, but they are dissimilar for the episode of'/&ber 2014. Concerning the experiments for theoelg of March 2013
(i.e. 20130304 _2d and 20130305_2d), @RS is low for stations n°1 and n°3 (belds m3s~1) and higher for stations

n°2, n°4 and n°5 (close to or abd@m3s~1).

To evaluate more easily the performances of themhke strategies, their performances are also camdpagainst the

efficiency of a reference forecast by using thdél skore with respect to th@RPS (Eq. 7) (Bontron, 2004):

CRPSS = 1 — —SRPS_ @)

CRPSyef '
The chosen reference forecast is the simulatiofopeed with the deterministic forecast (WRF) andhat case th€RPS
skill score writes as follows:

CRPS
CRPSS =1 _W ) (8)

A CRPSS of 1 corresponds to a perfect foreca®®RS = 0), while a value of O indicates that the HEPS drel reference
forecast have the same performancéBPS = MAE(WRF)). Negative skill scores denote that the referemesiction
performs better than the HEPSRPS > MAE (WRF)).

Figure 21 shows that the two ensemble strategieibiéxery similar skill scor&€RPSS:
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- In general, both ensemble strategies perform bdttan the deterministic WRF experiment, except for
20130304_2d and 20130305_2d.
— The main differences between both ensemble stestegyie found for the 20131118 2d experiment: PlleBrty

outperforms MPS at all the stream-stations

5
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Figure 21: CRPS skill scores of the seven 48-h experiments and #te 5 hydrometric stations for the: (a) MPS-HEPS andb)
PILB-HEPS strategies. Reference forecast is the detministic WRF experiment.

As stated before, selecting the runoff simulatisiveh by the deterministic weather forecast as réference does not
10 account for the errors due to the hydrological nhodlee CRPS skill score can also be calculated by using theukition

performed with the observed precipitation fieldsPand JP1) as the reference:

CRPS

MAE(PLU)

___CRPs ©)
MAE(JP1)

CRPSSPLU = 1 -

CRPSS]Pl = 1

Not surprisingly, both ensemble strategies havevamall lower performance when compared with th&Rind JP1 driven
runoff simulations, except for event of Novembed 20lt is interesting to notice that for the 2018812d run, the PILB
15 driven runoff forecasts outperform the radar drivischarge simulation (Figure 22, right). This mnsistent with the
previous analyses: events with relatively modegek discharge — as the event of November 2013-hatreorrectly
simulated by MARINE whatever the observed forcifigifle 4), whereas theRPS is very low for the ensemble simulations
of the event of November 2013. As stated beforlgwaCRPS means that the cumulative distributions of disghaare
similar between both HEPSs and the observed digebdor the event of November 2013, but they assimlilar between

20 the simulations with both observed forcings andeoled discharges for the same event. This maylbagedeto the fact that
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MPS-HEPS and PILB-HEPS exhibit overestimationsthis event maybe compensating errors in the madettsire that
prevent the simulation with observed forcings fbistevent to be efficient. Both ensemble strategietperform the
hydrological simulations driven by observed foran@LU and JP1) for the mountainous station (n°dsignan) and the
20141128 2d, 20141129 2d, 20131116_2d and 20132#1&ins. This result is consistent with the diffiguto obtain

satisfactory observations of rainfall in mountais@uweas owing to sparse rain-gauge deployment et badar blockage.
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Figure 22: As Fig. 21, but just for the PILB-HEPS andthe (a) PLU and (b) JP1 as reference.

6 Conclusion

One of the main scientific aims of the HyMeX pragrés to improve the hydro-meteorological forecastad flash floods
over the Western Mediterranean region. To this émeke of the most important floods that recentyeloped over the
Agly basin have been selected as study cases. Ftwedasting is a challenging task over this regioigh spatial and
temporal variability in convective cores and ralhfiatensity, strong nonlinearities in the rainfallnoff transformation and
antecedent moisture conditions lead to a myriachydrological responses. This work has focussed aping with
uncertainties emerging from the initial and latdralindary conditions and formulation of numericaather prediction
models. To this end, potentialities of MPS-HEPS BHAB-HEPS ensembles have been examined so asdoge suitable
flood forecasts over the Agly basin. Main conclusiare:

- A better ensemble generation strategy at regiacakeshas not been found. Similarities in the penfomce of the
MPS and PILB approaches indicate that both sowtexternal-scale uncertainty contribute similaidyproduce
adequate levels of skill and spread in the PQPFs.

- Ensemble hydro-meteorological simulations have lredusatisfactory for alarm detection, even if indual
ensemble members can be far from the observatiblasm systems benefit from large hydro-meteorolagic

ensemble spreads.
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- The overall HEPS performances improved the detastigrdriven runoff simulations.

Some unexpected results also rise interesting ignsst-or instance, the November 2013 event waslypeimulated using
both observed forcings, but ensemble strategiesowed the overall discharge forecast. What is theciicity of the
November 2013 event that makes it poorly simulated®due to the radar and rain-gauges location®@he initial state of
the catchment? Is it due to the model structusdfithat does not represent all the hydrologicalcpsses involved (karstic
system and snowmelt mainly)? These issues requitkef investigations and probably more test caghs. next logical
approach will be to estimate the uncertaintiehiehydrological modelling. Performing hydrologicabdel ensemble to test
the errors due to the model calibration is timestoming. However, according to Douinot et al. (2Q17)s also useful in
identifying the strengths and weaknesses of theaematien simulating the distinct hydrological proses Hopefully, the

future implementation of an hydrological model enbke will provide the beginning of the answershe above questions.
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