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1. The model does not take into account for processes known to be relevant in ash
cloud dynamics such as diffusion, dry/wet deposition mechanisms or ash aggregation.
As a result, the model cloud dynamics limits to wind advection and particle sedimen-
tation. Near-source effects (e.g. plume dynamics or gravity current) are ignored. On
the other hand and more important, I do not understand why particle ground deposition
is not contemplated. A part from the obvious interest of estimating ash/tephra fallout,
the computation of the deposit is necessary (together with satellite imagery) for model
validation (see below).
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Indeed the model is simplified with respect to the ash cloud chemistry and microphys-
ical processes. Our focus in this paper lies exclusively on the adaptive mesh method-
ology together with the simulation of sedimentation in context of the Lagrangian ap-
proach. Therefore processes like wet/dry deposition and ash aggregation are not con-
sidered. In order to consider plume dynamics and gravity currents other models like
Atham or PDAC are certainly more appropriate to do so. After all, this is only an ad-
vective model like the basic Fall3D but with the add on of an adaptive mesh. Therefore
we only focused on gravitatational sedimentation further away from the plume stem.
The quantification of sedimentation to the ground (fall-out) could certainly be quantified
but is at the moment not implemented in the model. Long term goal of our work is
to include adaptive meshing into models like ATHAM or PDAC or any general GCM
model. We consider this study as a first feasibility study for this endeavor and hope to
encourage more scientists to work along these lines.

2. The innovative aspect of this manuscript is the use of adaptive grids in ash cloud
simulations. However, several aspects regarding the numerical algorithm and its ad-
vantages are not detailed. Is the mesher embedded in the code? How often is the
refinement applied? At each time integration step or at user-defined time intervals?
The overhead of performing variable interpolation after each refinement and weather
this is done in a conservative way or not is not mentioned.

You are right, we omitted these important aspects. But we will add this information in
a revised version. The model uses a quasi-conservative semi-Lagrangian approach,
as documented in (Behrens, 2006). This is a low order upstream interpolation method
that can handle complex flow fields in 3D yet is simple enough not to impose too strict
computational demands. The mesh refinement is triggered, as defined by the refine-
ment criterion. As indicated in the manuscript, the tolerance for refinement is set to
0.002, which means that a grid cell is marked for refinement if the ash concentration
gradient of the cell is above 0.2 percent of the maximum of all concentration gradients.
The refinement criterion is calculated during each time step, but the actual refinement
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takes place only, if sufficiently many cells are marked for refinement. In our model at
least 0.001 percent of the cells need to be marked for refinement to perform the re-
finement of the grid. The semi-Lagrangian scheme requires an interpolation in each
step.

3. The authors conclude that (pg 18, lines 1-4): “we have demonstrated the versatil-
ity of adaptive meshing algorithms for modeling the dispersion of volcanic emissions.
Especially the high performance of this code would allow, if implemented into opera-
tional ash dispersion models, a significant improvement of dispersion predictions as
model runs could be carried out significantly faster compared to codes using a fixed
grid”. Certainly there is a potential, but I think that this conclusion is too precipitated
for many reasons. Constraining to Eulerian models (where this assertion would make
sense), an important point not mentioned is code parallelism (most operational models
actually run in parallel). The drawbacks of mesh adaptivity in the parallel execution
of transient (time-evolving) problems are well-known: redefine the optimal domain de-
composition at each refinement to ensure processor load balance has large associated
interpolation and communication costs, code scalability breaks, etc. As a result, it is
unclear whether the strategy would suppose a gain or not when running on hundreds
of processors. This affects the main conclusion of this manuscript.

While it is true that our simulations were carried out in serial mode, the code has also
shown parallel efficiency (Behrens et al., 2005) and recently even more effective ways
of parallelization have been presented (Behrens and Bader, 2009), all compatible with
our algorithm. So, the authors do not see a general problem with parallelizing the code
efficiently. The main message here is that even without a large parallel infrastructure,
one can perform reasonably highly resolved simulations with just a laptop. We have
added a short part to the manuscript where we briefly touch upon the possibility of
using this code also in parallel.

4. Another controversial aspect which is not discussed by the authors is that “we apply
the model for individual particle diameters and then combine the results of different runs
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to predict the sedimentation of the complete grain size distribution”, pg. 4, line 22). I
understand that this is necessary because the different particle sizes require of different
refinements. However, how this affects efficiency in case on several (e.g. 10) particle
classes is not even mentioned. Is the comparison shown in Figure 12 for a single
class? This may not be fair, but it is difficult for a reader to extract conclusions since
no details are given on the fraction of computation time of remeshing/interpolation. I
suggest comparing the time of 10 simulations (coarse 8, fine 17) with that of a single
run with all 10 classes and fixed grid.

Currently the sedimentation of the particles is calculated by adding a vertical wind
component to the wind field that is equivalent to settling velocity of that respective
particle size. In principle, the code could be rewritten to include an array of tracers of
different size, each of which is advected with its individual wind field. The refinement
criterion would then be applied to all tracer concentrations via the maximum gradient
considering all tracers such that all tracers are well resolved.

5. I missed details on the model numerical algorithm. Is it explicit or implicit? What
about the time integration step (only 10 min is mentioned in pg. 4 line 17, but based on
what?).

The authors do not understand this remark. We use a semi-Lagrangian scheme. For
the advection equation, this states that the upstream value of a material density needs
to be preserved along trajectories. This in an unconditionally stable scheme. Now, the
conservative scheme does not only consider material particles, but cells, which may
be distorted due to shear, convergence, divergence in the flow field. This imposes a
stability restriction, since the cells are not allowed to degenerate in one time step. But
under mild conditions on the regularity of the flow field this still gives a stable scheme.
Therefore the time step is relatively irrelevant and given here for information only.

6. Model validation could certainly be improved. I wonder why the Pinatubo erup-
tion was selected to this purpose given some obvious difficulties: the role of the
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gravity current (see Costa et al., Geophysical Research Letters, vol. 40, 1–5,
doi:10.1002/grl.50942, 2013), the particular meteorological conditions at that time, the
lack of extensive deposit sampling and inferred TGSD, etc. In any case, some quan-
titative model validation would be worth. On the other hand, it is stated (e.g. Table 4)
that the refinement level goes down to <5 km. However, it seems that the driving me-
teorology is at 55 km and the wind field is linearly interpolated. Does it make sense?
My impression is that refinement at sharp concentration gradients helps because it
reduces numerical diffusion. . .

We accept the criticism that more model validation could be done. However, since
this study is mainly of methodological character and since we used a very simplified
chemistry, we decided to focus on a more qualitative approach. Regarding to the mesh
refinement beyond the given wind field. This has been addressed in a former study
(Behrens et al (2000)), were we showed that even in a very smooth/homogeneous flow
field high resolution may be beneficial if shear in the flow field leads to stirring. So, we
argue that even if the wind field does not contain small scale features, the transport
benefits from high resolution. And yes, one of the effects that helps in this situation is
the reduced numerical diffusion from high resolution.

7. Sensitivity study (section 4.1). The effect of variation in initial cloud height is actually
a combined effect of injection height and driving meteorology (REMOTE). . .

We do not really understand, what the reviewer wants to express with this remark. Of
course is this a combination of injection height with the wind field, and the simulated
dispersion is a result of the prevailing wind conditions in the prescribed vertical layers
of the injection.

Minor comments: We corrected the minor issues directly in the manuscript. A revised
version will be uploaded following the Editors decision.

Pg. 2, line 16. Parenthesis in reference
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Done!

Pg 2, line 26. “very low computational cost”. This is too vague and generic: : :Also,
values of “seconds” is not what Fig. 12 shows.

In Fig. 12 we actually compare one run with an adaptive mesh with calculations on
a uniform mesh. Clearly the adaptive mesh with the same refinement level as the
calculation on a uniform mesh is 10 times faster. Admittedly it still takes close to an
hour so we rewrote the sentence accordingly.

Pg. 3, lines 8-9. The resolution of 0.5x0.5 is that of REMOTE? If so, I do not understand
which is the gain with respect to driving global ECMWF (Era-Interim?) data, already
available at this resolution. Do you mean that the mesoscale simulation is not used to
increase the wind field resolution?

We used model results from a mesoscale model instead of meteorological analysis
data, as they offer more flexibility for potential future applications, such as higher tem-
poral resolution, e.g. in one hour intervals, increased spatial resolution, e.g. up to 10
km (Langmann et al., 2009), and model output for processes not yet included, such as
rain rate per layer for wet deposition.

Pg. 3, line 12. Parenthesis in reference

Done!

Pg. 3, line 12. Like?

We did not really understand this remark.

Pg. 3., line 15. Model ! Domain

Has been changed.

Pg. 3, equations (1) and (3). Even if only advection is considered, shouldn’t these
equations include the terms C(div_u) (where u = u_REMOTE+u_t)? Is the wind from
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REMOTE divergence free? Can the z-gradient of the terminal settling velocity be ig-
nored?

We are not sure what the reviewer is referring to. The advection equation is applied
to the particle concentration (see eq. 1 and 3), i.e. the divergence of the particle
concentration field needs to be known at this point not the divergence of the velocity
field, as would be the case if we solve for the Navier Stokes equation that includes the
divergence of the wind velocity field.

Pg. 4, line 26: “Since this work is a first case study of the modeling of sedimentation of
ash particles on an adaptive mesh the impact of rain on the sedimentation and aggre-
gation of ash particles is neglected.” This is ok, but I have concerns about how aggre-
gation could ever be incorporated in a future using this strategy. With sedimentation
each particle class has to have its own mesh (different model runs) and aggregation
requires concurrency.

We are certainly aware of this problem and in this version of the code this is not possi-
ble. See also answer to remark 4 above.

Pg. 5, lines 12-13. Are hours correct?

Yes, three hours after the onset of the climactic eruption (at 13:40) the intensity began
to decline at 16:40 and nine hours after the onset (at 22:40) the climactic eruption
phase ended.

Pg. 6, line 5: “This atypical wind in the lower and middle troposphere caused the wide
distribution of tephra in nearly all directions around the volcano”. Was this a meteo
effect or because the radial gravity current?

We assume that it is mainly a meteorological effect (compare Wolfe and Hoblitt, 1996).

Pg. 8, Table 4. The horizontal/vertical element aspect ratio seems very large for tetra-
hedral elements (_100). Any hint on mesh element quality? In case of small angle, can
this lead to oscillations/convergence problems?
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Indeed the vertical vs. horizontal spatial scales are very distinct and the mesh quality in
this respect is low. However, in the presented model, the mesh is used for interpolation
and for maintaining conservation properties. For this type of application the mesh
quality is of minor importance. Additionally, the non-uniform/anisotropic mesh supports
the anisotropy in atmospheric scales (vertical vs. horizontal velocity ratio for example).

Pg. 9, line 15. “concentration on the surface”. What does it mean? Which value? How
is this defined?

As indicated by the colorbar, the surface of the cloud is supposed to have an ash
concentration of 1x10ˆ(-3) kg/mˆ3. Of course this value is quite arbitrary, but we had to
pick one value. We added a description in the manuscript.

Figure 7 (and others). Why so many contours of observations? Only the corresponding
to the time should be shown for clarity.

We will fix the coloring of the contours in a revised version of the manuscript.
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