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Abstract. We present a database of pre-calculated tsunami waveforms for the entire Mediterranean Sea, obtained by numerical

propagation of uniformly spaced Gaussian-shaped elementary sources for the sea level elevation. Based on any initial sea

surface displacement, the database allows the fast calculation of full waveforms at coastal sites
:::
the

::::
50m

::::::
isobath

:::::::
offshore

:::
of

::::::
coastal

::::
sites

::
of

::::::
interest

:
by linear superposition. A computationally inexpensive procedure is set to estimate the coefficients for

the linear superposition
::::
based

:::
on

:::
the

::::::::
potential

::::::
energy

::
of

:::
the

:::::
initial

::::::::
elevation

::::
field. The elementary sources size and spacing5

is fine enough to satisfactorily reproduce the effects of M >= 6.0 earthquakes. Tsunami propagation is modelled by using the

Tsunami-HySEA code, a GPU finite volumes solver for the
::::::::
nonlinear shallow water equations. Like other existing methods

based on the initial sea level elevation, this
:::
the database is independent on the faulting geometry and mechanism, which makes

it applicable in any tectonic environment. However, this
::
We

::::::
model

:
a
:::::
large

:::
set

::
of

::::::::
synthetic

:::::::
tsunami

:::
test

:::::::::
scenarios,

:::::::
selected

::
to

::::::
explore

:::
the

::::::::::
uncertainty

:::::::::
introduced

:::::
when

::::::::::::
approximating

:::::::
tsunami

::::::::::
waveforms

:::
and

:::::
their

:::::::
maxima

:::
by

:::
fast

::::
and

::::::::
simplified

::::::
linear10

::::::::::
combination.

:::::
This

:
is the first time to our knowledge that the uncertainty associated to such a procedure is systematically

analysed, and that relatively small earthquakes
:::
are

:::::::::
considered, which may be relevant in the near field of the source in a

complex tectonic setting, are considered. We model a large set of synthetic tsunami test scenarios, selected to explore the

uncertainty introduced when approximating tsunami waveforms and
::
We

::::
find

::::
that

::::::::::
nonlinearity

::
of
::::::::

tsunami
::::::::
evolution

::::::
affects

::
the

:::::::::::::
reconstruction

::
of

:::
the

::::::::::
waveforms

:::
and

:::
of their maxima by fast and simplified linear combination. The resulting product15

:::::::::
introducing

:::
an

::::::
almost

::::::::
unbiased

:::::::
(centred

::
at

:::::
zero),

:::::
error

::::::::::
distribution

::
of

::::::::
relatively

:::::::
modest

::::::
extent.

::::
The

:::::::::
uncertainty

::::::::::
introduced

::
by

:::
our

:::::::::::::
approximation

:::
can

:::
be

::
in

::::::::
principle

:::::::::
propagated

:::
to

:::::::
forecast

::::::
results.

::::
The

:::::::
resulting

:::::::
product

::::
then

:
is suitable for different

applications such as probabilistic tsunami hazard analysis, tsunami source inversions and tsunami warning systems.

1 Introduction

After the 2004 Indian Ocean tsunami, particular attention has been devoted to the improvement of tsunami warning systems20

(TWS) and probabilistic tsunami hazard analysis (PTHA), which represent nowadays two pillars in risk mitigation policies
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for the authorities of each country exposed to tsunami threat (Satake, 2014). At the same time, tsunami inversion techniques

(Satake, 1987) have been greatly improved in the last decade (Lorito et al., 2016)
:::::::::::::::::::
(e.g. Lorito et al., 2016) , characterised by a

global surge of tsunamigenic earthquakes (Lay, 2015). Numerical modelling is nowadays a standard tool to accomplish all the

above tasks.

However, the computational cost of numerical simulations still limits the feasibility for approaches which require: (i) a5

very fast response,
::::
and/or (ii) a massive amount of simulations; thus encouraging the development of efficient approxi-

mated solutions. Pre-calculated tsunami sources are commonly adopted by TWS to rapidly forecast tsunami effects which

follow strong earthquakes. For example, stored scenarios are used in inversions of tsunami observations at DART buoys

and of seismic and geodetic data (e.g. NOAA/PMEL for the Pacific Ocean and GI-INA-TEWS project for Indonesia); or

interpolated on the basis of real-time earthquake parameters (e.g. JMA for Japan, and CENALT, France, for the North-10

Eastern Atlantic Ocean and Western Mediterranean) (Bernard and Titov, 2015). Linear combinations of elementary sources

are also commonly used in earthquake source inversion (e.g., Yue et al., 2015), often jointly with other geophysical data

(Romano et al., 2014)
:::::::::::::::::::::
(e.g. Romano et al., 2014) . However, most of these databases only include large subduction earthquakes

or other pre-defined faulting geometries and mechanisms, and they might be ineffective for areas characterised by complex tec-

tonics as in the Mediterranean or Caribbean regions. Even along major megathrusts, TWS have been challenged several times15

in the last years by non-subduction earthquakes, such as outer-rise or strike-slip events: in these cases, approaches contemplat-

ing only the mapping of major subduction zones and megatrust
::::::::
megathrust

:
(Gica et al., 2008) might lead to forecast failures. A

similar argument holds for PTHA, in which a thorough exploration of the source variability in poorly mapped offshore source

zones or around the major known faults is computationally very demanding (e.g., Geist and Parsons, 2006; Geist and Lynett,

2014; Lorito et al., 2015; Selva et al., 2016).20

These limitations can be overcome by defining a database of elementary sources for the sea level elevation that, prop-

erly queried and combined, is able to reproduce any tsunami initial condition and the corresponding tsunami impact, while

significantly limiting the computational effort. No a-priori assumptions about the seismic source geometry and the kind of

tsunamigenic source are necessary, as long as the linear propagation of tsunami waves in deep water and the superposition

principle hold. This methodology has been proposed in several studies, using Gaussian-shaped (e.g., Liu and Wang, 2008;25

Saito and Furumura, 2009; Saito et al., 2011; Tsushima et al., 2014; Mulia and Asano, 2015), rectangular prisms (Miranda

et al. 2014)
::::::::
pyramidal

:::::::::::::::::
(Zaibo et al., 2003) ,

:::::::
conical

::
or

:::::::
circular

::::
with

:::::::
positive

::::::::
elevation

::
in

:::
the

:::::
centre

::::
and

:::::::
negative

::
at

:::
the

:::::
edge

:::::::::::::::::::::::::::::::::::::::::
(Choi et al., 2005; Zaitsev and Pelinovsky , 2011) ,

:::::::::
rectangular

::::::
prisms

:::::::::::::::::::
(Miranda et al., 2014) or cosine-tapered (Hossen et al.,

2015) elementary sources. The approach has been proposed in retrospective for rapid near-field forecasting of the Tohoku 2011

tsunami (
:::
with

:
tFISH/RAPiD, Tsushima et al. (2014)

:::::::::::::::::::
(Tsushima et al., 2014) ; for PTHA (Selva et al., 2016); and for source30

inversion (Liu and Wang, 2008; Saito et al., 2011; Mulia and Asano, 2015; Hossen et al., 2015), in which a drawback is

represented by the increased size of the parameter space. However, such an approach has never been fully validated by a

systematic assessment of the uncertainties that it introduces in the tsunami modelling or forecasting.

We present here a database of tsunami waveforms stored at densely spaced observation points (OP) along the 50 m depth

isobaths, obtained from a very large number of Gaussian-shaped tsunami elementary sources (ES) covering the whole Mediter-35
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ranean Sea. Given any static tsunami initial condition, the proposed procedure provides a rapid approximation of the corre-

sponding full time history at any OP by linear combination of the pre-calculated waveforms associated to each selected ES.

Further than being independent of the source mechanism, the unit source size and density is suitable to satisfactorily reproduce

not only the tsunamis generated by large earthquakes, but also those generated by events as small as M6 earthquakes. The

performance of this tool is analysed by quantifying its limits and errors in recovering an initial water displacement field, and by5

assessing its usability in several different possible applications, such as probabilistic tsunami hazard analysis, tsunami source

inversions and tsunami warning systems
:
:
:::
for

:::::::
example,

:::
by

::::::::::
propagating

:::
the

::::::::
estimated

::::::::::
uncertainty

::
in

:::
the

:::::::::
probability

::::::::::
distribution

::
of

:::
the

::::::
tsunami

:::::::
forecast

::::::::::::::::::::::::::::::::::::::::
(e.g., Annaka et al., 2007; Horspool et al., 2014) .

2 Method and implementation

In this section we illustrate the approach followed to calculate the approximate tsunami waveforms generated by any given10

seismic source. The method is based on linear combinations of the contributions of elementary sea level displacement recorded

at the 50m isobath contour.

2.1 Elementary sources

The whole Mediterranean Sea is covered with a dense grid of ∼53,000 regularly-spaced tsunami ES, placed at a distance of

about 7 km in both NS and WE directions (Fig. 1). Each ES is described by a 2D Gaussian function as follows15

ξi(x,y) = he−
(x−xi)

2+(y−yi)
2

2σ2 (1)

where (xi , yi) is the centre of the i-th ES, h= 10 m and σ = 4 km.
:::
The

::::::
choice

::
of

::::
these

::::::::::
parameters

:
is
:::::
based

:::
on

:
a
::::
trial

:::
and

:::::
error

::::::::
procedure,

::::::
during

::::::
which

:::::::
different

::::::::
Gaussians

:::::
sizes

::::
were

::::::
tested.

:::
The

::::::
chosen

::
σ

::::::
ensure

::
to

::::
reach

::
a
::::::::::
compromise

:::::::
between

:::
the

::::::
spatial

::::::::
resolution

::::::
needed

:::
to

::::::::::
approximate

:::
the

::::::::
relatively

:::::::::::::::
small-wavelength

:::::::::::
deformation

::::
field

::::::
caused

:::
by

::::::::::
earthquakes

:::::
down

::
to

:::::::
M=6.0,

::::
while

::::
still

::::::
having

:
a
::::::::
sufficient

:::::::
number

::
of

::::
grid

:::::
points

::
to

::::::::
represent

:::
the

::::::::
Gaussian

::::
field

:::
for

:::
unit

::::::
source

::::::::::
propagation.

:
20

2.2 Tsunami modelling

Numerical simulations have been performed using the Tsunami-HySEA code (de la Asuncion et al., 2013) solving the non-

linear shallow water equations in spherical or Cartesian coordinates using a hybrid numerical scheme that combines a Finite

Difference (FD) two-step scheme similar to leap-frog for the propagation phase and a second-order Finite Volume (FV) flux-

limiter TVD-Weighted Average Flux (WAF) flux-limiter scheme for the inundation step. The combination of both schemes25

guaranties
::::::::
guarantees

:
the mass conservation in the complete domain and prevents the generation of spurious high frequency

oscillations near discontinuities generated by leap-frog type schemes. Moreover, this hybrid method provides a convenient

scheme which uses FD in open sea, where the solution is smooth, and FV in coastal areas, where the solution can be charac-

terised by strong discontinuities. The Tsunami-HySEA numerical model has undergone proper benchmarking according to the

community standards Synolakis et al. (e.g., 2008)
::::::::::::::::::::::::::::
(e.g. Synolakis et al., 2008) within

:::
the

:::::::::
framework

::
of

:::
the

:::
US

:::::::
tsunami

::::::
hazard30

3



:::::::
program

:
(http://nws.weather.gov/nthmp/

:
). The code is implemented in CUDA and runs in multi-GPU architectures yielding

remarkable speedups in comparison with other CPU-based codes. Eight
:::::::
Running

:::
the

::::::::
nonlinear

::::::::::::
shallow-water

::::::
version

:::
of

:::
the

::::
code

::::::::
increases

:::
the

:::::::::
simulation

::::
time

::
by

:::::
only

::::::
∼ 10%

::::
with

::::::
respect

::
to

:::
the

:::::
linear

:::::::
version.

:::
We

::::::::
simulate

::::
eight

:
hours of propagation

on the 30 arc-sec bathymetric model SRTM30+ (http://topex.ucsd.edu/WWW/srtm30.html)is simulatedhttp://topex.ucsd.edu/

WWW_html/srtm30_plus.html
:
), collecting the waveforms at the ∼13,000 OPs each ∼2 km along the 50 m isobath, sampling5

the waveforms
:
.
:::
The

::::::::::
waveforms

:::
are

:::::::
sampled each 30 secondsand storing them in a ,

::
a
:::::
value

:::
that

::::::
allows

::
to

::::
limit

:::
the

::::
final

:::::
store

:::
size

::
to

:
∼ 5 Terabytes database for subsequent use

::::
while

::::
still

:::::::
sampling

:::::::
densely

::::::
enough

::::::
typical

:::::::
tsunami

:::::::::::
wavelengths.

2.3 Reconstruction and forecasting procedure

We follow two main steps to reproduce the tsunami generated by a given seismic source: i) finding the coefficients for an

approximated representation of the initial
::
(I) water vertical displacement ZIC(x,y) ::::::

ZI(x,y):by linear combination of a local10

ES subset and, ii) combining accordingly the tsunami waveforms associated to each selected ES at each OP.

To find the coefficients, the ES whose centres fall in the area where ZIC(x,y) :::::::
ZI(x,y) is non negligible (

:::::::::::::::
> 1

100max(|ZI |)

:
) are selected, and the values of ZIC(x,y) :::::::

ZI(x,y) at their centres a= a1, . . . ,ang::::::::::::::
α= α1, . . . ,αng , are extracted, where ng

is the total number of ES considered. The equivalent water displacement tsunami ZEQ(x,y)::::::::::::::
(EQ=equivalent) is then obtained

by linearly combining the selected ES with weights a as:
::
α

::
as:

:
15

ZEQ(x,y) = CS

ng∑
i=1

aα
:iξi(x,y) = CSZSUM (x,y) (2)

where ξi is the i-th ES defined in Eq. 2, ZSUM is the weighted summation of all the selected ES and CS is a scaling coefficient:

CS =
max(ZIC(x,y))−min(ZIC(x,y))

max(ZSUM (x,y))−min(ZSUM (x,y))

max(ZI(x,y))−min(ZI(x,y))

max(ZSUM (x,y))−min(ZSUM (x,y))
:::::::::::::::::::::::::::::::::

(3)

For any tsunami scenario, CS scales ZEQ(x,y) to the same maximum peak-to-trough distance of ZIC(x,y) ::::::
ZI(x,y):(see Fig.20

2a and
:
to
:
Fig. 2c). Finally, if Gi,m(t) is the waveform generated by the i-th ES at the location of the m-th OP, an estimate of

the tsunami time history ζm(t) at the m-th OP may be obtained:

ζm(t) = CS

ng∑
i=1

aα
:iGi,m

::
(t) (4)

The use of the scaling coefficient, CS , also ensures a good corresponding maximum-to-minimum scaling of the combined

waveforms, as shown in Fig. 2a
:
e
:
and Fig. 2c

:
g. CS coefficients could also be retrieved by linear inversions; however, in the25

present study, we seek for a balance between accuracy and an inexpensive and fast procedure.

::
In

:::
the

::::
next

:::::::
section,

:::
we

:::
test

::::
this

::::::
method

::::::::::
extensively

::
to

::::::::
quantify

:::
the

::::::::::::
accompanying

::::::::::
uncertainty,

:::
we

:::::
trace

::::
back

:::
the

:::::::
relative

:::::::::::
contributions

::
of

:::
the

:::::::
different

:::::::::
uncertainty

:::::::
sources,

::::
and

:::
we

:::::
revise

:::
the

::::::
method

::::::::::
accordingly,

:::
in

::::
order

::
to

::::::
reduce

:::
the

::::
bias

:::::::::
introduced

::
by

:::
our

::::::::
approach.

:

4
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3 Performance analysis

To test the proposed approach, we first visually compared the original and reconstructed initial conditions for several earthquake

scenarios. Each scenario is represented with a rectangular fault with length and width assigned by the Wells and Coppersmith

(1994) empirical scaling law
:::::::
relations. The seafloor displacement is calculated with Okada (1992) analytic expressions. Then,

the corresponding tsunami waveforms obtained by linear combination
:::::::
(labelled

:::
LC,

:::::::::
hereafter) of the waveforms corresponding5

to the selected Gaussian ES (labelled LC, hereafter) are compared with those obtained by direct numerical simulations starting

from the original initial condition (labelled NS, hereafter)
::::::
starting

::::
from

:::
the

:::::::
original

:::::
initial

::::::::
condition. For NS, non-hydrostatic

effects in the transfer of the displacement to the water column are approximated following Kajiura (1963), and the tsunami is

:::
then

:
propagated using Tsunami-HySEAmodel. All the waveforms with maximum amplitude less than 0.05 m are discarded as

not significant for operational applications.10

The initial conditions are qualitatively well reproduced in most of the cases; some examples are shown in Fig. 2. Small

sources (Fig. 2aand Fig. 2
:
,b) and sharp changes in the initial field (Fig. 2c) are the most difficult to reproduce, because they

contain features smaller than the resolution corresponding to
::::::
offered

::
by

:
the size and density of elementary sources, and because

the Gaussian functions have compact support. The agreement between the corresponding tsunami waveforms is satisfactory in

both time and frequency domain, and for OPs in the near- and far-field of the source (Fig. 2e and Fig. 2g
::
e-g). However, we15

note small phase-shifts and a slight amplitude overestimation. A robust

:
A
:::::
more

::::::::
thorough quantitative analysis is then

::::::
deemed

:
necessary to assess limits and uncertainties of

::::::::
limitations

::::
and

::::::::::
uncertainties

:::::::::
introduced

::
by

:
the method. Therefore, we test a large number of realistic earthquake scenarios with epicentres located in four

areas where tsunamigenic earthquakes may occur (Fig. 1): offshore Algeria, Liguria and Calabria (Italy), and Crete (Greece).

For each epicentre, we explore the dependence on the variation of the source parameters: the magnitude (M = 6.0, 6.3, 6.8,20

7.32, 7.74, 8.09
:::
7.3,

:::
7.7,

:::
8.1

:
and 8.5), the focal mechanism (72 combinations of strike, dip and rake, see Table 1) and the depth

of the top of the fault (3 and 12 km). Approximately 4,000 scenarios have been considered and the corresponding tsunami

signals at ∼ 1,680 OPs (approximately each eightieth point at an average distance of ∼16 km), leading to a statistically robust

amount of analysed waveforms (∼ 6,800,000).

First, we analyse the misfit (section 3.1) between LC and NS waveforms, then we also perform a comparison between the LC25

and NS maximum wave amplitudes (section 3.2), in order to quantify the uncertainty related to different quantities, possibly

required by different specific applications. Since we

:::
We argue that the main uncertainty sources are i) the misfit between ZIC(x,y):::::::

ZI(x,y):and ZEQ(x,y), and ii) the linearity

assumption ,
:::
and we analyse them separately to determine their relative importance (section

::::::
Section 3.3).

::::
Since

:::
we

::::
find

::::
that,

:::::::
between

:::
the

:::
two,

:::
the

:::::
initial

::::
field

::::::::::::
reconstruction

:::::::::
introduces

:
a
::::::
larger

:::
bias

::
in

:::
the

::::
final

:::::
result,

:::
an

:::::::::::
improvement

::
of

:::
the

::::::::::::
reconstruction30

::::::::
technique

::
is

:::::::
proposed

::::
and

::::::
verified

::
in
:::::::
Section

:::
3.4.

:
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3.1 Prediction of the whole waveforms

The overall agreement between the waveforms predicted by LC and the corresponding ones obtained by NS is evaluated

through the calculation of the misfit for each scenario and each OP. The misfit is defined through a cost function frequently

used to compare tsunami signals in source inversions (e.g., Romano et al., 2015):

E = 1−
2
∑nt

i=1hNS(ti)hLC(ti)∑nt
i=1hNS(ti)

∑nt
i=1hLC(ti)

2
∑nt

i=1hNS(ti)hLC(ti)∑nt
i=1h

2
NS(ti)+

∑nt
i=1h

2
LC(ti)

:::::::::::::::::::::::::

(5)5

where hLC(t) and hNS(t) are waveforms at a given OP obtained through LC and NS, respectively, and nt is the number of

considered time steps. This cost function is computed considering the first hour
:::
two

:::::
hours

:
of the tsunami waveform starting

from the theoretical tsunami first-arrival time (as predicted by TTT software, ? , ? ).
:::::::::::
automatically

:::::::
detected

::
as

::
a

::::::
change

::::::
greater

:::
than

:::
the

::::
2%

::
of

:::
the

:::::::
absolute

:::::::::::::::::
maximum/minimum

::
of

:::
the

:::::
whole

:::::::::
waveform.

:

Overall, the waveforms are quite well reproduced
:::::::::
reproduced

:::::
quite

::::
well, as shown by the quite

:::::
rather narrowly peaked misfit10

distribution (Fig. 3a), whose median value (
::
ν,

::
in

::::
Fig.

::
3,

::::
that

::
is

:::
the

:
50th percentile) is smaller than the mean value .

::
(µ,

:::
in

:::
Fig.

:::
3).

:
The analysis with respect to the earthquake magnitude, the faulting mechanism, and the receiver location, indicates

that the misfit is most sensitive to earthquake magnitude (Fig. 3b and Fig. 3d) and partly to
:::
b-d)

:::
and

::
to
::

a
:::::
lesser

::::::
extent

::
to the

earthquake mechanism (not shown). The results have
:::
then

:
been grouped into three classes depending on

:::::::::
earthquake magnitude

(i.e., strong, M < 7; major, 7≤M < 8; great, M ≥ 8). The misfit distribution is significantly wider for smaller magnitudes;15

this is explained by the inability (resolution) to represent the initial field in terms of Gaussian ES when the wavelength of the

field is comparable to the size of the ES (Fig. 2b).

3.2 Prediction of maximum tsunami amplitudes

Maximum offshore tsunami amplitude is a widely used metric both for
:::
for

::::
both TWS and PTHA.

::
For

::::::::
example,

:::
it’s

:::::
been

::::
used

::
by

:::::::::::::::::::
Selva et al. (2016) who

::::::
applied

:::
the

:::::
same

:::
ES

:::::::
database

::::
and

:::::::
approach

:::::::::
described

::
in

:::::::
Sections

:::::::
2.1-2.3.20

The differences between the maximum wave amplitudes predicted by the NS (HNS) and by the LC (HLC) can be
:::
are

visualised in the scatter plots (HNS vs HLC , Fig. 3e and Fig. 3h
::
e-h) and in the histograms of the percentage error of HLC ,

taking HNS as the true
::::::::
reference value, for all the OPs (Fig. 3i and Fig. 3l

:
i-l); the results are again grouped by

::::::::
according

::
to

magnitude classes. The point distribution
::::::::::
distribution

::
of

:::::
points

:
is well fitted by a line, with a smaller scatter for

::::::::::::
corresponding

::
to the highest tsunami amplitudes (Fig. 3e). The trend (green line) indicates that the LC slightly overestimates the target NS25

amplitudes. This slight overestimation occurs mostly at the highest magnitudes (Fig. 3h). A worse overall agreement is found

for the lowest magnitudes, which show an opposite underestimation trend (Fig. 3f). The above described behaviour is illustrated

also by the percentage error distributions(Fig. 3i and Fig. 3l); for example, the lower
:
;
:
the magnitude, the smaller the mean and

the larger the standard deviation.
:::::
group

::
of

:::::
lower

::::::::::
magnitudes

::
is

:::::::::::
characterised

::
by

:::
the

:::::
larger

::::::::
standard

::::::::
deviation

:::
but,

::::::::::
conversely,

::
its

:::::
mean

:::
and

:::::::
median

:::
are

::::::
smaller

::::
than

:::
the

::::::
groups

::::
with

:::::
larger

::::::::::
magnitudes

::::
(Fig.

:::::
3j-l);

:::
that

::
is
::::
they

:::
are

:::::::::::
characterised

:::
by

:
a
:::::::
smaller30

::::
bias. The overall mean and standard deviation are ∼ 8% (overestimation) and ∼ 6%, respectively .

::::::
∼ 15%,

::::::::::
respectively

:::::
(Fig.

6



:::
3i). In all cases, the 16th and 84th percentile are narrower than the standard deviation, indicating depleted tails, i.e., no excess

of events with a poor matching is found compared to a Gaussian distribution.

The results have also been analysed separating
::
by

:::::::::
separating

:::
the scenarios according to earthquake focal

::::::
faulting

:
mecha-

nisms (Fig. 3m and Fig. 3q
:::
m-o). The worst agreement occurs for strike-slip mechanisms, likely because of the relative com-

plexity of their associated displacement fields with respect to the – most tsunamigenic – thrust and normal mechanisms.5

When grouping the events according to fault depth (Fig 3pand Fig. 3,q), we find that shallower faults result in a greater

overestimation with respect to the deeper ones, since their co-seismic fields are sharper. Again, in all cases, the tails are thinner

than those of a Gaussian distribution.

3.3 Uncertainties in initial field reconstruction and validity of the linearity assumption

Since the LC procedure presented here results in an average overestimation with respect the NS waveforms
::::::::
waveform

:::::::
maxima10

of∼ 8%
:::
(Fig

:::
3i), it is important to quantify the separate contribution to this overestimation of the main uncertainty sources , that

is
::::
trace

::::
back

:::
the

::::
main

::::::
causes

::
of

:::
this

:::::
bias.

:::
We

::::
here

::::::
assume

:::
that

:::
the

::::
two

::::
main

:::::::
sources

::
of

:::::::::
uncertainty

:::
are

:
i) the misfit between the

ZIC(x,y) ::::::
ZI(x,y):and ZEQ(x,y) and ii) the linearity assumptionto this overestimation. Thus, first we simulate the tsunamis

associated to the∼ 4000 reconstructed tsunami initial conditions ZEQ(x,y) (hereafter labelled as NL, standing for non linear),

and then
:
.
:::::
Then,

:
we compute both the percentage error of NL (HNL),

:
taking NS (HNS) as the true value

::::::::
reference

:::::
value;

:
and15

the percentage error of LC (HLC)
:
, taking NL (HNL) as the true

:::::::
reference value (Fig. 3r and Fig. 3s). The differences between

the maximum wave amplitudes resulting from the reconstructed (NL) and the true
:::::::
reference

:
displacement (NS) fields are, on

the average, of ∼ 7%
:::::::
∼ 6.5% (Fig. 3r). The very narrow distribution indicates a quite homogeneous overestimation, except for

its positive skewness toward higher
:::::::
negative

::::::::
skewness

::::::
toward

:::::
lower values. The uncertainty deriving from weakly non linear

propagation is comparatively smaller (mean ∼ 1.7%,
::::::::::
exemplified

::
in

:::
Fig.

:::
3s

:::::
(mean

::::::::
∼ 1.9%).

::::
That

:::
is,

:::
the

:::::::
linearity

::::::::::
assumption20

::::::::
introduces

::
a
::::
very

::::::
limited

::::
bias,

:::::
since

:::
for

:::::::
example

:::
the

:::::
mean

::
is
:::::
much

::::::
closer

::
to

::::
zero

::
in

::::
this

::::
case;

::::::::::
conversely,

:::
the

:::::::::
distribution

:::
of

::
the

::::::
values

::::::
around

::::
the

:::::
mean

::
is

::::::
slightly

::::::
larger

::::
than

::
in

:
Fig. 3s)

:
r. Hence, the proposed method reconstructs slightly amplified

initial displacement fields ,
::::::
mostly

:::
due

::
to

:::::::::
inaccurate

::::::::::::
reconstruction

::
of

:::
the

:::::
initial

::::
field,

:::
in

:::
turn

:
likely due to the aforementioned

effects from the summation of the tails of the Gaussians, whose support is not compact, and to resolution limits. Conversely,

the linearity assumption holds quite well
:
in

:::
the

:::::
sense

::::
that

:::
the

:::::::
forecast

::
is

::::::
almost

:::::::
unbiased

:::::
with

:::::::::
reasonable

:::::::::
dispersion

::::::
around25

::
the

::::::
central

:::::
value.

3.4
:::::::::::
Improvement

::
of

:::
the

::::::
initial

::::
field

:::::::::::::
reconstruction

:::
We

:::
then

::::
aim

::
to

::::::
reduce

:::
the

:::
bias

:::::::::
introduced

:::
by

::
the

:::::::::
inaccurate

::::::::::::
reconstruction

::
of

:::
the

:::::::
tsunami

:::::
initial

::::::::
condition

:::::::
ZI(x,y)::::

(see
::::::
section

::::
2.3).

:::
We

:::::::
propose

:::
and

:::
test

::::
two

::::::
method

::::::::::
refinements

::
to

:::::::
enhance

:::
the

:::::::::
conformity

::
of

:::
the

:::::
initial

::::::::
condition

::::
and

::
to

:::::::
improve

:::
the

::::::
overall

:::::::::::
reconstruction

:::
of

:::
the

:::::
initial

:::::::::::
displacement

::::::::
condition.

:
30

:::
The

::::
first

:::::::::
refinement

:::::
serves

::
to

::::::
correct

:::
the

::::::
uneven

::::::::
sampling

::
of

::
the

::::::::
Gaussian

:::
ES

::
on

::
a

:::
grid

::::
that

:::
has

:::::::
constant

::::::
spacing

::
of

:::
30

::::::
arc-sec

::
in

::::
both

::::::::::
North-South

:::
and

:::::::::
East-West

:::::::::
directions.

:::
The

:::
ES

:::::::
constant

:::::
width

:::::
(σ=4

:::
km,

:::::
about

:::
20

:::
km

::::
base

:::::
width)

::
is
::::::::::::
approximated

::::
with

:
a
:::::::
spacing

::
of

:::
4.5

:::::::
arc-min

::
in

:::
the

::::::::
longitude

::::
and

::
4

::::::
arc-min

:::
in

:::
the

::::::
latitude

:::::::::
direction.

::::
This

::::::
results

::
in

:
a
:::::
more

::::::::::
pronounced

:::::::
overlap

7



::
of

:::
the

:::
ES

::::::
towards

::::::
North.

:::::
More

::::::::
precisely,

::
if

::
all

:::
the

:::::::
weights

::
α

:::::
from

::::::
section

:::
2.3

:::
are

:::
set

::
to

::
1,

::
in

:::
the

:::::
North

:::
the

::::
total

:::::::::::
contribution

::
of

::
all

:::
ES

::
at
::::

the
:::::
centre

::
of

:::
an

:::
ES

:::::::
amounts

:::
to

::::::
230%,

:::::
while

::
in

:::
the

:::::
South

::
it
::
is

::::::
190%.

:::::::::::
Additionally,

:::::
there

::
is

:
a
::::::
further

:::::::::
distortion

:::::
effect

::::::
caused

::
by

:::::::::
’cropping’

:::
of

:::
the

:::
ES

:::::
falling

:::::::
inland.

:::
For

::::::::
instance,

:
if
:::

an
:::
ES

::
is

:::::
close

::
to

:::
the

:::::
coast

:::
has

::::
only

::::
one

:::
ES

:::::::::
neighbour,

:::
e.g.

:::::::
because

:
it
::
is

:::::::
situated

::
in

::::::
narrow

::::
bay,

::::
their

::::
joint

::::::::::
contribution

::::::::
amounts

::
to

:::::::
∼ 120%.

::
In

:::::
order

::
to

::::::
reduce

:::::
these

::::::::::::::
latitude/cropping

::::::::
distortion

:::::
effects

:::
on

:::
the

:::::
initial

::::::::
condition,

:::
we

::::::
divide

:::
the

::::::
weights

::
α

:::
by

:::
the

::::
local

:::::::::
corrections

::
β

::::::
before

:::::::
applying

:::
the

::::::
global

::::::
scaling5

:::::
factor,

::::::
defined

:::
as

::::::::
following:

:

βj =
1

h

ng∑
i=1

ξi(xj ,yj)

:::::::::::::::::

(6)

:::::
where

:::
the

:::::::
symbols

:::
are

:::
the

:::::
same

::
as

:::
in

:::
Eq.

::
2.

::::
The

:::::
effect

::
of

::::
such

:::::::::
correction

::
is

:::
an

:::::::::::
improvement

::
of

:::::
∼ 2%

:::::::
towards

::
a
::::
zero

:::::
mean

::::::::
(unbiased)

::::::::::
distribution

:::
of

:::
the

:::::::::
differences

:::::::
between

:::
the

:::::::::
maximum

:::::
wave

::::::::::
amplitudes,

:::::
while

:::
the

:::::::::
associated

:::::::::::
uncertainties

::::::
remain

:::::::::
comparable

::
to
:::
the

::::::::
previous

:::::
result,

::
as

::::::
shown

::
in

::::
Fig.

::::
4a,c.10

::
As

::
a
::::::
further

::::
step

:::::::
towards

:::
an

::::::::
improved

:::::::::::::
representation

::
of

:::
the

::::::
initial

:::::
water

:::::::::::
displacement

::::::::
ZI(x,y),::::

we
::::
also

::::::::
introduce

:::
an

::::::::
alternative

:::::::
method

::
to

::::::::
calculate

:::
the

::::::
scaling

::::::
factor

:::
CS .

:::::::
Instead

::
of

:::::::::
preserving

:::::::::
maximum

:::::::::::::
peak-to-trough

:::::::
distance,

:::
we

::::::::
preserve

::
the

::::::::
potential

::::::
energy

::::::
(CEne

S )
:::
of

::
the

:::::::
tsunami

:::::
initial

:::::::::
condition,

::
as

:::::::
defined

::
in

:::
the

::::::::
following

:::::::
formula:

:

CEne
S =

∫
(ZI)

2
dA∑ng

j=1

(
aj
bj

)2
·Aj

:::::::::::::::::::::

(7)

:::::
where

:::
Ai :

is
:::
the

::::
area

::
of

::::
each

:::::::
element

::
of
:::
the

:::
ES

::::
grid,

::::::
which

:::::::
depends

::
on

:::
the

:::::::
latitude.

:
15

:::
The

::::::::::::
performances

::
of

:::
the

::::::
above

:::::::::
corrections

::::
are

:::::
tested

::::::
against

:::
the

::::::
direct

:::::::::::::
fully-nonlinear

:::::::::
simulation

::::
(NS)

:::
of

:::
the

::::::::
tsunamis

::::::::
generated

::
by

:::
the

:::::
target

::::::
initial

::::
field;

::::
i.e.,

::::
Fig.

::::
4b,d

::::::
should

::
be

:::::::::
compared

::
to

:::
Fig.

::::
3e,i.

:::
As

::::::
shown

::::
both

:::
by

:::
the

::::::
scatter

:::
plot

::::
and

:::
the

::::::::
histogram

::
in

::::
Fig.

::::
4b,d,

:::
the

:::::::::
combined

:::::
effect

::
of

:::
the

:::::::::::
latitude/crop

:::::::::
correction

:::
and

::
of

:::
the

::::::::
potential

::::::
energy

::::::::::
preservation

:::::::::
technique

::::::::::
significantly

::::::::
improves

:::
the

::::::
results.

::::::
Indeed,

::::
now

:::
we

::::::
obtain

::
an

::::::
almost

:::::::
centered

::::::::::
distribution

::::
with

::::::::
µ= 0.45,

::::
that

:
is
:::
the

::::::::::
corrections

:::::
almost

::::::::
eliminate

:::
the

:::::::::
systematic

:::::::::::::
overestimation

:::
for

::::::::
amplitude

:::::::::::
preservation

::::::
shown

::
in

::::
Fig.

::
3i

:::
and

::::
Fig.

:::
4c,

::::::::
providing

:::
an

::::::
almost20

:::::::
unbiased

:::::::::
estimates,

::::
even

::::::
lower

::::
than

:::
the

::::
one

:::::
found

::
in
::::

the
:::::::
linearity

::::
test

::::
(Fig.

::::
3s).

::::::::
However,

::::
the

::::
total

:::::::
standard

:::::::::
deviation

::
is

::::::
similar

:::::::
(σ ∼ 15)

:::
and

:::
on

:::
the

::::
same

:::::
order

::
of

:::::::::
magnitude

::
of

::::
that

:::
due

::
to

:::::::::::
nonlinearity;

::::::
hence,

:::
this

:::::
effect

::
is

:::::
likely

::::::
mainly

:::
due

::
to

:::::
local

::::::::::
propagation

:::::
effects

::::::
around

:::
the

::::::::
receivers

:::::
rather

::::
than

::
to

:::
be

:::::
related

:::
to

::
the

::::::
initial

::::
field

::::::::::::
reconstruction.

:

4 Discussion and conclusions

We present here a source mechanism-free tool to rapidly reconstruct the full waveform and the maximum wave heights pre-25

dicted by any static tsunami initial water displacement, independentdtly
::::::::::::
independently from any a-priori assumption on fault

geometries
::::::::::
assumptions

::
on

:::::
fault

::::::::
geometry. The reconstruction is obtained through a suitable linear combination of a pre-

computed database of tsunami waveforms generated using tsunami elementary sources.

For the first time, the method validity has been systematically tested against a wide range of realistic scenarios (∼ 4000)

and over a
::
by

::::::
varying

:::
all

:::
the

:::::::::
earthquake

::::::::::
parameters,

::::::::
regarding

::
its

::::::
ability

::
of

:::::::::
forecasting

::::
full

::::::
tsunami

::::::::::
waveforms

:::
and

:::::::::
maximum30
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:::::::::
amplitudes

::
at

:
a
::::
very large number of observation points . The

:::::::
forecast

:::::
points

::::::
placed

::::
along

:::
the

::::
50m

::::::
isobath

:::::
along

:::
the

::::::::::::
Mediterranean

:::::
coasts.

::::
This

:::::::
analysis

::::::
points

:::
out

:::
that

:::
the

:::::
main

::::::
source

::
of

:::
bias

::
is
:::
the

::::::::::::::::::
amplitude-preserving

::::::::::::
reconstruction

::
of

:::
the

:::::
initial

:::::::::
condition:

:::::::
adopting

:::
the

:::::::
simplest

::::::::::::
reconstruction

:::::::
strategy,

:::
we

::::
have

::::
seen

::::
that

::
the

:
tool provides a reasonable fit of the full waveforms and, on

the average, the target tsunami elevation maxima are overestimated of
:::::
biased

:::::::::::::
(overestimated)

::
by

:
∼ 8%. A systematic analysis

points out that the main error source is the quick reconstruction of the initial condition, while linearity assumption is less5

critical. Though overall satisfactory, refined direct methods
:::
The

:::::::::::
nonlinearity

::
of

:::
the

::::::::::
propagation

:::::
turns

:::
out

::
to

::
be

:::::
weak

:::::::
enough

::
for

::::::::
allowing

::
an

::::::
almost

::::::::
unbiased

::::::::
forecast.

:::
We

::::
also

:::::
tested

:
a
::::::::

different
::::::
method

:
for the estimation of the linear combination co-

efficients may be envisaged, based on the volume or potential energyof the initial field. In the present formulation, we aimed

to avoid computationally expensive and potentially unstable inversion procedures, to keep the method as robust and fast as

possible. Nevertheless, we
:::::::
potential

::::::
energy,

::::::::
resulting

::
as

::::
well

::
in

:::
an

::::::
overall

::::::
almost

:::::::
unbiased

:::::::::
(∼ 0.5%)

::::::
tsunami

::::::::
forecast.

::
In

:::
all10

::
of

:::
the

::::
cases

:::
the

::::::::
standard

:::::::
deviation

::
is
:::::::
∼ 15%.

:::
We

::::
point

:::
out

::::
that

:::
we

::::
have

::::::::
populated

:::
the

:::
ES

::::::::
database

:::::
using

::::::::
non-linear

:::::::
shallow

:::::
water

::::::::
equation

::::::::
(NLSWE)

::::::::::
simulations

:::::
since

:::::::::
performing

:::::::::
non-linear

:::::::::
simulation

::::
with

:::::::::::::::
Tsunami-HySEA

::::
code

::::::::
increases

:::
the

::::::::::::
computational

::::
time

:::
by

::::
only

::::::
< 10%

::::
with

:::::::
respect

::
to

:::
the

:::::
linear

:::::::
scheme

:::::::
version;

::::::::
moreover,

:::
we

:::::
were

::::::::
expecting

:::::
only

::::
weak

:::::::::::
nonlinearity,

::
as

::::
the

:::::
results

::::::::::
confirmed,

:::::
being

::::
most

:::
of

::
the

:::::::::::
propagation

::
in

::::
deep

:::::::
enough

::::::
waters.

:::::::
Hence,

:::
we

::::
have

::::
not

::::::
judged

::::::::
necessary

::
to
::::

put
::::::
efforts

::
in

::::::::
switching

:::
off

:::
the

:::::::::
nonlinear15

::::
terms

:::
in

:::
the

:::::
code.

:::::::::
Moreover,

::::
one

::::::
future

::::::
project

:::
we

::::::::
envisage

::
is
:::

to
:::::::::
investigate

:::::
other

::::::::::::
reconstruction

::::::::
methods,

:::::
such

::
as

::::
the

::::::
reduced

::::
base

::::::::
methods

:::::::::::::::::::::::::
(Quarteroni and Rozza, 2014) ,

:::
that

::::::
benefit

:::::
from

:::
the

::::::
(weak)

::::::::::
nonlinearity

::
of

:::
the

:::::::::::
phenomenon

::
to

:::::::
produce

::::::::::::
reconstructions

::
of

:::
the

:::::
initial

::::::::::
waveforms

:::::::
suitable

::
for

::::::
closer

::
to

:::
the

::::
coast

::::::::::
predictions,

:::::
while

:::::
using

:::
the

::::
same

::::::::
database.

:

:::
We consider that the results provided by the proposed

:::
our method are satisfactory for most of the practical applications such

as probabilistic tsunami hazard analysis, tsunami source inversions
:::::::
inversion

:
and tsunami warning systems. The tool

::::::
present20

::::
tool,

::
in

::::
fact, has been already successfully used to develop an event tree based PTHA methodology which accounts for both

aleatory and epistemic uncertainty (Selva et al., 2016), and it will be further applied,
:::::::::

including
:::
the

:::::::::
corrections

::::::::::
introduced

::
in

:::
this

:::::
paper

:
to the first national PTHA in Italy and to the first homogeneous PTHA in the NEAM (North-Eastern Atlantic,

Mediterranean, and connected seas) region . (http://www.tsumaps-neam.eu
:
).
:

::::::::
Moreover,

:::::
since

::::
they

::::::::
basically

::::::
contain

:::
no

::::
bias,

:::
the

::::::::::
uncertainty

:::::::::
introduced

:::
by

:::
the

:::::::::::::
approximations

::::
used

::::
can

::
be

::::::::::
propagated25

::
in

:
a
:::::::::::::
straightforward

:::::::
manner

::::
into

:::
the

::::::::::
uncertainty

:::::::::
associated

::
to

:::
the

:::::
final

::::::
results,

:::
for

::::::::
example

:::::
when

:::::::
defining

:::
the

::::::::::
parameters

::
of

:
a
::::::::::

log-normal
::::::::::
distribution

:::
of

:::
the

::::::
hazard

::::::
impact

:::::::
metric,

::
to

:::
be

:::::::::
convolved

::::
with

::::
the

:::
pdf

:::
of

::::::::::
representing

::::::::
different

:::::::
sources

::
of

:::::::
aleatory

::::::::::
uncertainty

::::
such

:::
as

:::
the

::::::
natural

:::::::::
variability

:::
of

:::
the

:::::::::
earthquake

::::::
source

:::
or

:::
the

:::::::::::
contribution

::
of

:::
the

:::::
tidal

:::::
stage

::::
(see

::::::::::::::::::::::::::::::::::::::
Annaka et al. (2007); Horspool et al. (2014) for

:::::
some

:::::::::
examples).

An important advantage in TWS applications is that our database will allow managing the regime of large epistemic uncer-30

tainty concerning the faulting mechanism, when either fast moment tensors or direct tsunami measurements are not immedi-

ately available after a potentially tsunamigenic earthquake.
::::
This

:
is
::::::
almost

::::::
always

:::
the

::::
case

::
in
:::

the
:::::::::::::

Mediterranean
::
or

:::::::::
Caribbean

::::
Seas,

::::::
where

:::
due

::
to

:::::::
tectonic

:::::::::
complexity

:::::::::
combined

::
to

::::
short

:::::::
tsunami

::::::
arrival

:::::
times

::
at

:::
the

:::::
coast,

:::
the

:::::::
faulting

:::::::::
mechanism

::
is

::::::
highly

:::::::::::
unpredictable

:::
and

:::
its

:::::
rapid

:::::::::
estimation

::::
very

::::::::::
challenging.

::::
The

::::::::
situation

:::::::
however

::::::
applies

::
to
::::

any
::::::::
potential

:::::
source

:::::
zone

::
of

:::::
large

::::::
enough

::::::
crustal

::::::::::
earthquakes

::
in

:::
the

::::
near

::::
field

::
of

:::
the

:::::
coast.35
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A wide range of faulting mechanisms can be explored based on
:
in

::::
fact

::::::
readily

:::::::
explored

:::::
using

::::
this

::::::::
database;

:::
the

:::::
search

::::
can

::
be

::::::
guided

::
by

:
prior knowledge of

:::
the

:::::::
regional past seismicity and tectonic setting. For example, exploiting

::
if

::
an

:::::::::
earthquake

::
of

::
a

:::::
certain

:::::::::
magnitude

:::::::
happens

::::
with

:
a
::::::
certain

::::::::::
hypocentre, the PTHA event tree , source uncertainty can

::::::::::::::::::::::::::::::::::
(Lorito et al., 2015; Selva et al., 2016) can

::
be

::::::::
accessed

:::
for

:::::::
deriving

::
a
:::::::
discrete

:::
pdf

:::
for

:::
the

:::::
other

::::::::::
earthquake

::::::::::
parameters;

:::::
using

:::
the

::::::::
database,

:::
all

:::
the

::::::::
tsunami

::::::::
scenarios

:::::::::::
corresponding

:::
to

:::
this

:::::::
discrete

::::
pdf

:::
can

:::
be

::::::::
evaluated

:::::::::::::
simultaneously

::
at

::::
each

:::::
given

:::::::
coastal

:::::
point

::
of

:::::::
interest;

::::
their

::::::
values

::::
can5

::
be

::::::::
weighted

::::
with

:::
the

::::::
values

::
of

:::
the

::::::
source

:::
pdf

:::
for

::::::
finally

::::::::
obtaining

::
a

:::
pdf

:::
for

:::
the

:::::::
tsunami

:::::::
forecast

::
at

:::
the

::::
site.

::
In

:::::
other

::::::
words,

::
the

:::::::::
(epistemic

::
-
::
as

:::
the

:::::
event

:::::::
already

::::::::
happened

::::
and

:::::
could

::
in

::::::::
principle

:::
be

:::::::::
measured)

::::::
source

:::::::::
uncertainty

:::::
could

:
be efficiently

mapped in a probabilistic tsunami forecast through
::::::::
weighting

:::::::::
according

::
to

:::
the

::::::
source

:::::::::
mechanism

:::::::::
probability

:::
of simultaneous

evaluation of a number of tsunami scenarios.

In the presence of fast moment tensor solutions, the forecast uncertainty can be promptly reduced, while still incorporating10

errors in the real-time seismic solutions, by combining the latter with a-priori assumptions on the source mechanism probability.

These aspects will be better addressed in a future study, dealing with the implementation of this tool for the Italian NEAMTWS

candidate Tsunami Service Provider (e.g., Bernardi et al., 2015), and for supporting disaster response activities of the European

Civil Protection Mechanism.
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Figure 1. Spatial distribution of the Gaussian-shaped elementary sources (black dots) covering the Mediterranean Sea, and position of

tsunami receivers on the 50m isobaths (red dots), where the pre-computed tsunami waveforms are evaluated. Yellow (maximum consid-

ered magnitude up to 8.0) and magenta (maximum considered magnitude up to 8.5) stars mark the epicentres used in our performances

:::::::::
performance

:
analysis presented in Section 3 (Al = Algeria, Li = Liguria, Ca = Calabria, Gr = Greece).
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Figure 2. a-c) Three examples of original initial conditions with different faulting parameters and earthquake magnitudes (left panels)

and their reconstruction (right panels) obtained through the linear combination of the Gaussian-shaped sources. d) tsunami receivers (red

triangles), and epicentres (yellow star) of scenarios in a)-c). e-g) Comparison between simulated (black lines, NS in the main text) and

linearly combined (red lines, LC in the main text) waveforms and frequency spectra, corresponding to the scenarios in a-c).
:
In

:::::
panels

::
e)

::
to

::
g)

::
the

::::::
vertical

::::
axes

::::
show

::
the

:::::::
recorded

::::
wave

::::::
heights

::::::::
expressed

:
in
::::::
meters.

14



Figure 3. Validation results. a) Misfit between the considered LC and NS waveforms; b-d) Misfits grouped by earthquake magnitude; e-h)

Scatter plots between LC and NS tsunami maxima; i) LC percentage error with respect to NS; j-l) Percentage errors grouped by earthquake

magnitude; m-o) Percentage errors grouped by earthquake by faulting mechanisms; p-q) Percentage errors grouped by top-of-the-fault depths;

r) NL percentage error with respect to NS; s) LC percentage error with respect to NL.
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Figure 4.
:::::::
Validation

::::::
results.

:::::
Misfit

:::::::
between

:::
the

::::::::
considered

:::
LC

::::
and

:::
NS

::::::::
waveforms

:::::
using

::::
(top)

:::
the

::::::
latitude

:::
and

::::::
coastal

::::
crop

::::::::
(lat./crop)

::::::::
correction,

:::::::
(bottom)

::::::
lat./crop

::::::::
correction

:::
and

:::::::
potential

:::::
energy

::::::::::
preservation,

:::
for

::
all

:::::::::
magnitudes

:::
and

::::::::::
mechanisms.

::
a,

::
b)

:::::
Scatter

::::
plots

:::::::
between

::
LC

:::
and

:::
NS

::::::
tsunami

:::::::
maxima

:::
and

:::
c,d)

::
LC

:::::::::
percentage

::::
error

:::
with

::::::
respect

::
to

::
NS

:::
for

:::::::
different

:::::
method

::::::::::
refinements.

16



Table 1. Focal mechanisms and depths of the top of the faults considered testing the performances of the database in the Mediterranean Sea.

Fault Mechanism Strike (degree) Dip (degree) Rake (degree)

Normal 22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 30 -90

22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 50 -90

22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 70 -90

Reverse 22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 10 90

22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 30 90

22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 50 90

Strike-slip 22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 70 0

22.5, 67.5 , 112.5. 157.5 90 0

22.5, 67.5 , 112.5. 157.5, 202.5, 247.5, 292.5, 337.5 70 180

22.5, 67.5 , 112.5. 157.5 90 180

17


