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Abstract

As the risk for a forest fire is largely influencbg weather, evaluating its tendency under a
changing climate becomes important for managemahtdacision making. Currently, biases
in climate models make it difficult to realisticalestimate the future climate and consequent
impact on fire risk. A distribution-based scalirgBS) approach was developed as a post-
processing tool that intends to correct systentatises in climate modelling outputs. In this
study, we used two projections, one driven by histb reanalysis (ERA40) and one from a
global climate model (ECHAMS) for future projectiomoth having been dynamically
downscaled by a regional climate model (RCA3). €fects of the post-processing tool on
relative humidity and wind speed were studied irdigoh to the primary variables
precipitation and temperature. Finally, the Canadiae Weather Index system was used to
evaluate the influence of changing meteorologicaiditions on the moisture content in fuel
layers and the fire-spread risk. The forest fisk mesults using DBS are proven to better
reflect risk using observations than that using relimnate outputs. For future periods,
southern Sweden is likely to have a higher firk tigan today, whereas northern Sweden will

have a lower risk of forest fire.

1 Introduction

A forest fire is an uncontrolled fire event. It carert a destructive influence on ecosystems,
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valbedat-around-1-bilion- SEK{Skydd-&Sakerhed1£--On the other hand, it also has

beneficial effects on wilderness areas where sopeeiss depend on prescribed fire for
growth and reproduction (Brockway and Lewis, 199f)d on fire hazard reduction
(Fernandes and Botelho, 2003).

Forest fire activity is strongly affected by twactars: weather conditions and availability of
fuels. The weather conditions directly and indikgeffect fire behaviour during both ignition
and burning by influencing the fuel conditions, @gplly through the moisture content in the
uppermost dead fuel (Fosberg and Deeming, 1971¢r @e past century, global warming
caused by an anthropogenic increase in greenhasss dnas shown its impact on present
climate (IPCC, 2007). This is likely to have evearmof an impact if these gases continue to
increase with human activities. The changing clemadll thus likely accelerate the water
cycle on a global scale, subsequently intensifyuheven distribution of precipitation, and
cause more extreme weather conditions locally (IP213). Studying the changes in fuel
conditions caused by changing climate is hence rtapb for decision making, both for

public authorities and in forest management.

In an international context, the forest fire riskSweden is limited. Owing to efficient fire

suppression, during years with average or low liagard the total annually burnt area of

forest is commonly not exceeding 5000 ha since 496®wever, during the high-hazard

years the burnt area can be substantial, for instathme fires in Gotland (1992, 1 000 ha),
Tyresta (1999, 450 ha), Bodtraskfors (2006, 1900 Hassela (2008, 1300 ha) and the most
recent one irSala (2014, ~14000 ha) that caused damages vatusmwwnd 1 billion SEK
(http://sv.wikipedia.org/wiki/Skogsbranden_i_V%C3%stmanland_ 2014 and Skydd &
Sékerhet, 2014). Today, most of the ignitions amendn caused, followed by lightning

ignition (Granstrom, 1993). Extreme weather cowpditisuch as the conditions prior and

during the Sala fire (i.e., extremely low relatikamidity, strong wind speed and extreme

high temperature) is also one of causes that madks ftonductive to ignition and spread
(Fendell and Wolff, 2011: Ryan, 2002). Dendrochtogmal fire studies have indicated a

large temporal and spatial variability in fire &gy in Sweden during the last 500 years

(Niklasson and Granstrom, 2000; Drobyshev et 81142 Arecent study by Drobyshev et al.

(2014) reveals that geographical division between one northern and sméghern region

with differentcharacteristic fire activity could be found arowgaf N.
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In climate change studies, global climate model€NS) and regional climate models
(RCMs) are widely used tools to simulate climateddferent scales. RCMs in general
outperform GCMs in many aspects due to 1) a betf@esentation of geographical features
such as orography thanks to finer spatial resaluftgpically at 25-50 km) and 2) a better
description of physical processes by means of, sulp-grid scale parameterisation and more
detailed land surface schemes (Giorgi and Marinug®B6; Samuelsson et al.,, 2010).
However, the mismatch between RCM-simulated anermiesl climatological conditions still
cannot be neglected. A study conducted by the She@iommission on Climate and
Vulnerability (SOU, 2007) demonstrated the limiats of using raw data from a climate
model for forest fire danger estimation, as hist@ty simulated fire danger levels were
consistently lower compared to risk levels estimateing meteorological observations. This

discrepancy is very likely caused by biases inidgwariables from climate model outputs.

One conventional approach to tackle climate modd I3 the Delta Change method (DC) by
which an observed data time series is perturbeld avigrojected climate change (Flannigan et
al., 1991; Stocks et al., 1998; Hay et al.,, 200Dypically, the changes in long-term
climatology on a monthly or seasonal basis arersmpesed on the observation records over
the entire frequency distribution, i.e., for botktreme and normal events. This approach is
easy to implement and keeps exactly the same chamgelimatological mean in
meteorological variables as that in climate progect but with two limitations. The first
limitation is that only average change in monthériables is incorporated. The variance in
future climate comes either from observed dataamfperturbed data, but it does not directly
come from climate projection. The second limitatisrthat changes in regional climate (i.e.,
one grid cell) are assumed to be the same fopeditions in the same region, which is very
unlikely to be true. Another widely used approachfarest fire risk studies is built on the
statistical relationship of weather conditions teg point scale (i.e., single station) and at its
corresponding climate model grid cell (Mearns etE95; Logan et al., 2004). The approach
has been applied in a number of case studies (Bergand Flannigan, 1995; Wotton et al.,
2003). By this approach, various correction proessgere designed for different variables: 1)
precipitation frequency and humidity magnitude @vgected using the statistical relationship
identified under present climate; 2) noon tempegatis simply estimated as modelled
maximum daily temperature minus 2.0 °C; 3) windespeomes directly from model output
and remains uncorrected. This approach makes nootiglit more realistic for use in fire risk

studies; however, it merely treats a small pathefbias in variables in a simple way. That is,

3
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the frequency of rainy days is corrected but necypitation magnitude; humidity variables
are corrected in terms of long-term mean but witlemnsideration of variance; no treatment

is carried out for bias in modelled maximum dadynperature and wind speed.

Recently, the quantile-mapping approach has beeslaged to correct bias in climate model
outputs. The approach mainly focuses on correctivgy biases in precipitation (and/or
temperature) from RCMs to better reflect observetigia mapping either parametric or non-
parametric cumulative distribution functions (CDRs) observed and projected climate
variables (Piani et al., 2010; Themel3l et al., 20déng et al., 2010). A few studies have
focused on correcting RCM bias in other hydrololyceelevant meteorological variables,

e.g., relative humidity, wind speed and solar raoina(\Wilcke et al., 2013).

This study presents work regarding the forestrisk in Sweden under changing climate. The
forest fire model, observations and climate da&iairoduced in section 2. The systematic
bias originated from RCMs is removed by one of thantile-mapping approaches, the
distribution-based scaling (DBS), which is extentiedupport bias correction of wind speed
and relative humidity (See section 3). Following tbxperimental set-up in section 4, the
newly developed approach was calibrated and valijaand then further applied to the

impact study. Ultimately, an impact study was @arout via two RCM simulations, one

reanalysis-driven historical run for method devebemt and validation under present climate
and one GCM-driven future projection for estimatitige climate change impact. Their

corresponding results are discussed in sectiont Shé\end of the paper, some conclusions

and remarks on future development are given in@se6ét

2 Firerisk model and data

2.1 Fire Weather Index System (FWI)

The Fire Weather Index system, FWI, is a major comegnt of the Canadian Forest Fire
Weather Danger Rating System (Stocks et al., 19B9as originally designed for a
standardised forest type in Canada and has lagdy lused for fire danger estimation by

many other countries (Viegas et al., 1999; Carvalhal., 2008).

The details of the application of the FWI can benid in Van Waagner (1987) and Dowdy et

al., 2010. Here, onlthe key features of each component are summaridesl FWI system
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tracks daily moisture content variations in threatgied fuel layers in foresté~ig—1), coded

as primary indices: the Fine Fuel Moisture CodeME}}, the Duff Moisture Code (DMC)
and the Drought Code (DC). For every index, twoselsaare considered: rainfall phase and
drying phase. They are determined by a threshdlgevgiven as an empirical value in the
FWI literature for the purpose of each ind@®&-mm-rainfal-forthe FFMC1.5-mm-rainfall
for-the BMC-and-2.8-mm-forthe-D@ny rainfall below the threshold value is to lgaored

in individual layers. As the three layers differ furel type and in their connections to the
weather conditions in the proximity, they play diént roles in potential fire behaviour. What
they have in common are the influencing factorseyrare present as moisture content in the

fuel, drying rate and weather states of being dryvet (i.e., rainy or non-rainy dayfhe

[faYala a¥a' A alllaYa OHMA a A ala¥a 0Q )
O A 5 i Y .

2.1.1 FEinefuelMoeisture Code Primary indices: FFMC, DMC and DC

The uppermost surface layer, described by the FFM€ponds rapidly to the short-term
changes in weather conditions that are describegrdsipitation, P [mm], temperature,[T

C], relative humidityH [%] and wind speed) [km h™]. It is the most important layer in the

FWI and other fire risk models when assessingrisie
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The middle layer is a loosely compacted organic layer on thestféloor. The DMC was

designed to reflect its average moisture content. It gives acatrah of the slow-drying
forest fuel consumed in burning. This layer is influenced bynallit variables except wind
speed. Again, the moisture contemt, [%], is an indicator to reflect the moisture condition in
the fuel:

DMC =24472 — AA2N{me —20) (7\
A = [ o 7Y By O [=v/) \w)

vl

Differently from the computation in the FFMC layer, the dgymate k [logio % day'], in the
DMC layer is calculated as proportional not only to temperaturetfandleficit in relative

humidity but also to the day length varying with seas@ifhours],as-shewnir-Eg8):

— -6 (8)
*=1894T+1H(100—H)L 10— (o)

2.1.3 Drought Code

The bottom layer is a very slow-drying compact organic fuehe deeper soil layers. Its
corresponding code, DC, reflects the influence of long-term dryinghenfuels (Turner,

1972). It is used to detect extremely long dry condition®wer layers of deep duff, which

may result in persistent smoulderifgc-is-caleulated-as:
BC=100n800Q)(9)
e e =

This layer does not have direct contact with the atmosphenelylbsorbs moisture through
rainfall and dries out through the evapotranspiration process. Ther&®rénpal code
computed from moisture equivalent is a function of the previous vall® and potential
evapotranspiratiorV [6-81-irehmniday]:
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21.42.1.2 Integral indices: Build-Up Index, Initial Spread Index and Fire

Weather Index

The Build-Up Index (BUI) and the Initial Spread Index (ISI) &ve intermediate sub-indices
computed based on the aforementioned primary moisture indicey. wére designed to
describe the fire behaviours, the available fuel and the rate of fire spreamhfbustion. BUI
is built up by the combination of the DMC and the DC.ndlicates all fuel available for
consumption during the burning process. ISI is computedonybining moisture content in
the fine fuel andV using a wind functiorf, (W), and a fine fuel moisture functiog,(FFMC)

(Van Wagner, 1987). It is used as an indicator for the potentebfdire spreading.

1SS = 0202f MDY Aa(FEMC) (12)
T ULoo (Vv g{Trivis) +=)
R =02PDMCXDPCHUDMC+04DC) (13)
DUt oD VIG D IV T U4 G) =)

Ultimately, the Fire Weather Index (FWI) is an integrated functbm function of ISI,h

(19), and a function of IS, (BUI), to represent fire intensity as energy output rate per unit

length of fire front.

VA4l L}

VM = hlS < (R (14)
T (o) 7 (DYt )

21.52.1.3 Application of the FWI system in Sweden

At SMHI, the original FWI system has been run operationallyesitP98 Fire-dangerclasses

A ¥ a a aran A a¥ala' N ' NO\AQ\/O aYaYaYa a - a¥a alll aYall (o' Hirsrsa VaYa h
Y Y > CLV oaa RS, > G o— oo Y

conditions{Table-bH{Gardelin—21997). In Gardelin (1997),FWd model was evaluated by

comparison with forest fire statistics in the eastern parts of KahmearJonkoping County
where 675 fires were reported from 1989 to 1994. Fire danger classdX)(fé/V/different

FWI ranges have, however, been corrected to be suitable for Swediditicss (Table 1)

(Gardelin, 1997). Since 1999h& system is used to make nationwide fire risk forecestd

x 11 km resolutiorduring the fire season from April to October. The estimated fiks gsrve

as the basis for general forest fire warnings to the public, rescueeseand emergency
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centres in Sweden. Previous studies concluded that the originasy3féim generally works
well for Swedish conditions (Gardelin, 1997; Granstrom and SckIim@d998). Strong
relationships between index levels (FFMC, DMC and DC) and measwoesiure content
were found. The relationships are highly varying dependindherfuel types. Additionally,
the final FWI index well represented the forest fire statistics in tefnmeimber of fires and
burnt area for the forest fire-prone regions during past and presenteciim&iveden. The
FWI system is therefore chosen for climate change impact studies.

2.2 Data

Observations

Data from meteorological stations with observed 24-h accumulaemipfation P-obs) as
well as temperatureT{obs), wind speedW-obs) and relative humidityH-obs) at 12UTC
were compiled, covering a reference period from 1966 to 2005. Theyextracted from the
Swedish network of observation stations (see FEid) with at least 30-year long
measurements with less than 20% missing values in the reference peogureoverage

of various climate phenomenaasighificantstatistical- properibe following requirements

were considered: 1) geographically evenly distributed to represent ohdse Swedish

climatic regions; 2) observations of high quality. It shooddemphasised that wind speed is
inherently hard to measure in a consistent way over long time pdyemuse the instruments
are repositioned, nearby buildings are put up or torn dowest® grow up or get cut, etc.
Nevertheless, some findings can be summarized by analysing #gwations, which will be

described in section 5.1.1.

RCM simulations

Two climate simulations, denoted as RCA3-ERA40 and RCA3-E5B-Akere used in this
study. They were both dynamically downscaled to 25 km réealbby the RCM, the RCAS,
but driven by different large-scale forcing data as lateral boundahesRTA3 is the 3 full
release of the Rossby Centre Regional Climate model, developedheatSwedish
Meteorological and Hydrological Institute (SMHI) (Samuelsson eR@ll0). For many near-
surface variables, the RCA3 represents the European climate well wingareadl to other
RCMs (Hagemann et al., 2004).
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The RCA3-ERA40 simulation uses the ERA40 reanalysis dats asundary condition and
covers the period from 1961 to 2000. It is assumed to represergdlity as represented by
local observations and was therefore used to verify the methodoltigig paper. The RCA3-
E5r3-A1B transient projection from 1961-2100 is based on tHdA GCM (Roeckner et
al., 2006), forced with the IPCC emissions scenario A1B, arnmdiate scenario with
respect to the magnitude of future global warming (Nakicéneti al., 2000). In this
experiment, the RCA3-E5r3-A1B projection was first evaluated for pastid and then
used for future impact assessment. Within the ensemble of rhételiprojection studies by
Kjellstrom et al. (2011), RCA3-E5r3-A1B represents projectionghe small-to-medium

range with respect to the expected future increase of both P and T.

The same variables as those collected at observation stations wereedxXtathe following
experiment. They are grid-averaged daily precipitatidnafv), 2 m temperaturd{raw), 2 m
relative humidity H-raw) and 10 m wind speedraw). Time series from the RCA3 grid

cell covering each of the stations were used.

3 RCM bias correction for fire risk modelling

The DBS method is a parametric quantile-mapping approach. It aimsrect systematic
bias in GCM/RCM outputs while preserving the temporal varigbilit meteorological
variables resulting from climate projections over time. In DBS, @®%gd to common non-
parametric quantile-mapping approaches, meteorological variables are ditsgapriopriate
parametric distributions that allow for generation of values outbiel@ange of the reference

period and thus simulation of previously unobserved conditiohgure climate periods.

The general form of the DBS approach is:

Org

Xg(r)T:r = Fo_blsl_FSm(XSm ’ ySm,¢Sm)l yobs! ¢Ost (1}%)

where yand ¢ are distribution parameters estimated from the climate model (qutbSan)
and from the observations (subscript Obs) by the Maximum LikaditEstimator (MLE), the

method of moments, iterative or other approximate methag@$;is the original output of

variable x simulated by a climate model axyi" is the result after correctioRgm andFops -

stand for the cumulative distribution function (CDF) and itise of a suitable parametric

distribution for each variable of interest.
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The distribution parameters of precipitation are estimated for evagolse whereas the
distribution parameters of other variables are estimated using a 3halagyg window for
every Julian day, and fourier series are used to describe theudistriparameters over the

year in a smooth way:

1) = 2+ Y[, costont?) +b, sinowt) 26
#() = 2+ 3 [, costont) + d, sinfowt?)] @)

whereay, a, by, Co, ck anddyx are the Fourier coefficients; is the day of the yeaw equals
217n, where n is the time units per cycle (in our case 365 daysk atands for the '
harmonic. Theoretically, (t*/2 + 1) harmonics are able to represent detencycle perfectly,
with the drawback of a potential overfitting of the data. Five loawos have been found to be

sufficient in Yang et al. (2010).

3.1 DBSfor Pand T: an overview

A detailed description of the DBS for P and T correction can be fouadorevious study by

Yang et al. (2010). In the following, only a summary isegiv

To tackle the common RCM bias in terms of the overestimated frequémainy days with
small rainfall amount (i.e., wet frequency bias, “drizzle effect”) a cut-dtfevés identified as
a threshold to correct the frequency of rainy days (P > 0.1 mwei)niate projections. Any
drizzle, generated by the RCM model, with intensity smaller tharthreshold is removed,
and the day with the drizzle is treated as a dry day. Dry freguaias, i.e., the tendency of
RCMs to underestimate wet-day frequency, is rather uncomm&unope but may occur,
e.g., during summer in south-eastern Europe and in the Alps (ldagest al., 2004; Jacob et
al., 2007). In the current DBS method, such wet-day defiditaisdled by adding a small
rainfall amount at the end of wet spells, starting with the deh@nes, until the correct
frequency is obtained. In-depth analysis and research work are progressin

After the precipitation frequency bias has been corrected, the remainimigli@do
precipitation is then transformed to match the distribution skoked precipitation. The full
time series is divided into two partitions separated by tfep@8centile identified from sorted
observation records and model simulation. This approach intendsagture the main

10
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properties of normal low-to-medium-intensity precipitation as wellthas high-intensity
extremes. A double-gamma distribution, instead of a conventigaama distribution, is
accordingly implemented. Two sets of parameterg £ (normal precipitation) andrgs [Sos
(extremes) — are estimated by the Maximum Likelihood Estimator (Miof) observations
and from the RCM output in the reference period. The fitted regaarameters are then
applied to correct the RCM outputs for the entire projection penoHd (15). For impact
studies in Europe, four seasons are normally used. They awr \{iDec-Feb), spring (Mar-
May), summer (Jun-Aug) and autumn (Sep-Nov).

Daily temperature values are described using a Gaussian distiibktio every Julian day,
the distribution parametergs and oy, are estimated from observations and RCM data.
Considering the dependency between P and T, the statistics oéreguarp are calculated

separately for wet days (i.e., rainy days) and dry days (i.e.,aion-days).

3.2 DBS for Hand W: method development

The approach for correcting andW is similar to that for daily? andT. The factors used to
scaleH and W were defined conditioned on the location of the station ands¢hson of
interest. For wind speed scaling, the precipitation state (i.eomwety) is considered as an

influencing factor.

Relative humidity is different than other variables in thav@kie is restricted to the interval
of [0, 1]. To cope with this property, the commonly usestaBdistribution (Yao, 1974) is

chosen, the density distribution of which is:

— r(p+q) p-1m _ q-1
f(x)_[r(p)r(qjx 4= e

wherep andq are the two parameters of the distribution &ns the gamma function. By
different combinations gb andq, a wide range of distribution shapes maybe represented. The
distribution parameters can be fitted by the method of momemig the& equations below:

U= p-F:q (5)(29)
2 pqg
= 6
? (p+g)*(p+q+1) )

wherey ando are the statistical mean and standard deviation of the data ttede fit

11
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The Beta density function is not analytically integrable; howeit® cumulative probability,
F, can be obtained through numerical methods by using the phemmBeta function
(Abramowitz and Stegun, 1984; Press et al., 1986).

Wind speed is an atmospheric variable characterised by properties thamédes &
precipitation, i.e., positive skewness and non-negative propersycommonly described by
the Weibull distribution (Pavia and O’Brien, 1986; Seguro aathlhert, 2000). Its density

distribution is given as:

f(x) = [gj(jxjexr{—(jxj:l KA x>0 (r21)

where the two parametexsandA are shape and scale parameters, respectively. The shape

parameterk, describes numerous shapes with different magnitudes of goskewness,

while the scale parametet, controls the stretch of the distribution.

The Weibull distribution has several special forms when settiegshape parameterto
different values. For instance, the Weibull distribution is id@htio the gamma distribution
whenk equals 1, and it is very similar to the Gaussian distributtbenx equals 3.6. It can
also be transformed to be an Extreme Value Distribution (EVD) lad@htion parametew =

log («) and scale parameter= A~ Because of its particular properties, it can also be used to
solve other distributions after transformation. The distribupamameters of the Weibull
distribution are conventionally estimated using MLE. As #gsdgity function is analytically
integrable, as expressed in Eg29), it is straight-forward to calculate the probability and

solve the inverse function:

F(X) =1—exp{—[;xjk} KA, x>0 (8422)

4 Experimental set-up and evaluation

RCM-simulated P-raw, T-raw, H-raw and W-raw at 12 UTC were bias-corrected using
observations from meteorological stations (see Section 3). Alathgowginal outputs from
RCMs and observed variables, the corrected variables were used tthdri/| system for

assessing forest fire danger. The internal variables (FFMC, DMC, DGyelisas the

12
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integrated indices BUI, ISI, the final index (FWI), and the firegdairievel (FWIX) were all
used for evaluating the influence of the DBS approach.

To validate the approach, 1966-1985 (20 years) was used as itivatcal period for both
simulations; 1986-2000 (15 years) was used as the validatioodpger the RCA3-ERA40
simulation (as the reanalysis data i.e., ERA40 ends by 2800)1986-2005 (20 years) was
used for the RCA3-R3E5-A1B simulation. Basic statistics sucthasclimatological mean
(Avg) and the standard deviation (§Dvere calculated in both the calibration and validation
periods. For P, the seasonal mean (Acc) is used to presemigtéelon mean. Because of
discrete-continuous property of precipitation and wind speedadditional statistic, the
frequencies of rainy and windy days are computed to study hewntidel captures their
properties. In the following, they are denoted as Freg-P (i.e. occuwéness with rainfall
amount larger than 0.1 mm) and Freg-Ws (i.e. occurrence of daysmmithspeed above
0 m s%. Moreover, a standard distance @g@as included to investigate the spatial variations
of every variable. It is computed as the standard deviatidmeaiean values of all stations.
A larger value indicates a higher variability in space, and vice versa.

Apart from that, how well climate models can capture the obsemadlipility distribution of
individual variables was also studied using a PDF Skill S(®% (Perkins et al., 2007). The
SS is a quantitative assessment of goodness-of-fit in terms olpliob distribution to
evaluate the consistency between two data sets. The results tefleagreement, with a
perfect agreement resulting in an SS of 1.0 and a poor agreemens8 @dase to 0. In this
work, the SS is calculated from observation, raw and corrected &@plits. Its formula is
expressed as in EqRZa99 and @3%d), where m is the number of bins used to calculate the
PDF for a given variable per statidfyay (aNdZeorrected) IS the probability in a given bin from
model simulation before and after bias correction, respectivelyZapd the probability in a

given bin from the observed data.

$raw = i min(zraw’ ZObs) (93)('233-)
1

$corrected = Z min(zoorrected ! ZObs) (9b}('23b)

1

All these statistics were calculated from the climate projections’ bbigfore and after bias
correction, and observations. HarH andW, their relative differences in Avg were used for

bias evaluation, whilst fof, the differences in Avg were used. In terms of the two SD' (SD

13
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and SD), the ratio of their values calculated from model outputs and froroltservations

was used to identify the differences in describing the variances.

For future climate change (CC) assessment, the scaling parametersditaim the
reference periods (i.e., 1966—-1995) were applied to individual varifdsléise future periods
in climate projections. Subsequently, the corrected variables wex tosrun the FWI
system. The transient future projections were divided into tlHheg8r time periods — 2011
2040, 2041-2070, 2071-2100 - for analysing the climate cleaaggals and influence of the

DBS method on meteorological variables and further on the forest dinged in near,

intermediate and distant futuréshe results for the period, 2071-2100, are to be presented in

this paper.

This paper focuses on the results for the period from March to Narembypical fire period
for Europe. Thus, the three seasons MAM (Mar-May), JJA (Jun-And)SON (Sep—Nov)
are studied in the following. One station — Edsbyn — is teelilistrate the results from the

DBS correction, and another station — Vaxj6 — is used to grdseolimate change impacts.

5 Results and discussion

5.1 Evaluation for present climate

5.1.1 Meteorological variables

Sweden is characterised as a mixture of temperate and continental clitmatewvidistinct

seasons. The seasonal temperature varies on average from — 4 °@in(mahshown here)
to 18.3 °C in summer (see Table 2). Due to its large coveralgéitude, the temperature in
Sweden varies greatly from north to south, with 12 °C differ@meeinter temperature and

6 °C difference in summer temperature (not shown here).

Precipitation in Sweden occurs throughout the whole year. In gefteodlen rains less in
spring and winter, whereas it rains heavily in summer and aututhnstronger variability.
The rainfall frequency in spring is in the same range as that imsunbut approximately
21 % less compared to that in autumn; however, the accumulagegipation amount in
spring is much lower compared to the other two seasons (i&%12ompared to summer and
50.6 % compared to autumn), which implies drier conditionspitng (see Table 2 and Fig.
32).
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In terms of relative humidity, the distribution varies from seaoseason. On average, the
relative humidity in Sweden appears to be relatively low inngpand summer (i.e., in the
range of 55 — 65 %) and reaches its minimum value in summan &abumn onward, its
value continuously increases until its annual maximum imewvi(see Table 2, Fig¢-2 and
43).

Annual mean wind speed in Sweden varies between 2 and'5witls an average of 4 m's

In southern Sweden it is generally high because this regiorie exposed to westerly and
south-westerly wind. Wind speed closer to the coast features atreagability than that in
the inner region. Wind speed in the inner regions of central Swedem as Edsbyn is

characterised as a general weak annual cycle with the weakest winden (see Fig32).

With respect to its spatial distribution (see °Sib Table 2) precipitation is a localised

variable, while the rest of the variables are largely influenced bg-krgle effects.

As reanalysis data (i.e., ERA40) is generally assumed to be thestchistaset to the real
climate, the deviations from observations in the RCA3-ERA40Oarenconsidered to mainly
reflect RCA3 model bias. The main findings from a comparisomvd®t observed and

RCA3-ERA40 simulated climate statistics include the followirege($ables 2 and 3):

= The seasonal precipitation amount is generally overestimated ftnred seasons,
whereas variability is in general slightly lower than that ofahservations (see Std
in Table 2). The climate model estimates the frequency of wet dalgstivel lowest
accuracy for summer, in which almost 100% bias was found in ctsopato the
observations; the overestimation in autumn was @6and in spring it was 80%.
The average SS had a value of 0.60. Again, the summer precipitatibe least
accurately simulated, with an SS value of approximately 0.56 (Sdxe T3).
Concerning spatial variability, modelled precipitation tends tommere unevenly
distributed than observations in spring and summer, whicim isontrast to the

situation in autumn.

— A cold bias appears during all fire seasons. The largest bias°G2.®as found in
summer, whereas the lowest bias (-0.9 °C) appeared in autumns Hig® ireflected
by the SS being 0.80 for spring, 0.85 for autumn and 0./7&uimmer (See Table 3).

Similar to precipitation, the spatial variability at point siafi is underestimated by
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the climate model in autumn (-7.7 %), whereas it is overestintgte®0 % in spring
and summer.

— The variability of relative humidity is in general well reprodudeeing within -2.5 ~
+6.1 % of the observed variance. However, the magnitude in sursmoeerestimated
by 18.8 %. The largest deviation of relative humidity isnidin summer, followed by
autumn and spring. The climate model generates more days whidr lidp-raw than
in the observations. The high SS for spring (i.e., 0.81) ineBcatgood match between
simulation and observation, but the skill scores for summer )(@7@ autumn (0.74)
are relatively lower (See Table 3). Again, an overestimated spatial ligridite.,
148.4 % in spring and 36.4 % in summer) is found in theeied data for the fire
season except for autumn (-14.3 %).

— Wind speed and its variance are evidently underestimated duringeadbrss of
interest. Its distribution is positively skewed but wittaager proportion of low wind
speeds and a smaller proportion of high wind speeds in théasgdwata (Fig43). In
the RCM run, Ws-raw of more than 6 i seldom occurs, which differs from those in
the observations in which speeds up to 15 neccur. The SS is on average 0.70 (See
Table 3). In contrast to the other variables, for modelled wirekdpghe SD? is
significantly lower (~ -75%) than that in the observations. Saatamped spatial
variability is noted in all fire seasons, as shown in Table 2.

— Summer is always the season with the largest bias.

One source of bias is the mismatch of spatial scale between dat@r{point scale) and
RCA3 grid cells (25%25 km). Compared to a GCM (~ 200 km)sietial resolution of the
RCMs is clearly more suited for approximating local conditiong, hill the difference in
statistical characteristics between point scale and averages over thoafslamdds huge for
highly spatially varying variables, notably precipitation anddwy It should be emphasized
that bias is also caused by measurement errors and uncertaintipgg@pgtation undercatch,
incorrect temperature observations in cold conditions and changmguedings affecting

wind gauges.

Apart from that, the biases are also likely caused by limitatiotisal climate models’ process
descriptions. Biases in precipitation may be linked to an overastin of cloud fraction in
mountainous areas (Willén, 2008), incorrectly solved convective trigggand lack of details
in geographical information, which lead to unrealistic precipitasiomulation. The cold bias
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(~-2°C) in summer and in autumn over northern Europe may béy gmtause of an
overestimation of cloud water by the RCAS3, which leads to toohmalnortwave radiation
being reflected and subsequently an underestimation of the ing@hortwave radiation at
the surface (Willén, 2008). Additionally, the bias in relative Hdityin summer may be due
to overestimated cloud water that subsequently leads to an undatestiraf maximum
summer temperatures over Northern Europe (Samuelsson et al., 201&m# af wind
speed, a general bias is noted when comparing model outpahdetdrm climatological
means. This can be attributed to the parameterization utilizedresolved orography, and
uncaptured small scale features, for instance, the influence of hills, ha&isys, etc.
Furthermore, the incorrect seasonal wind speed variation generated byt model
implies that the RCA3 model well captures large-scale forcingnbubther influencing
processes such as seasonal variations and atmospheric stabilityarndeanid water that
largely influence the wind speed (Achberger et al., 2006). For il@tidns, such as Edsbyn,
the seasonal variation in stability over the land is smallerttietrover the sea, which reduces
the seasonal wind speed variation compared to stations close seah@chberger et al.
2006). However, it seems that Edsbyn was modelled as a coastamnioghere winter wind
speed is enhanced because of less stably stratified atmosphere over ddbter stnonger

pressure gradient in winter.

Bias in GCM-forced RCM runs reflects the integral influence of GCM &CM. In
comparison of the two RCA3 simulations, the reanalysis-forcedirein RCA3-ERA40) is
found to outperform the GCM-forced run (i.e., RCA3-ES5R3A1B), howether difference is
overall small and their annual cycles are very similar (see3B)gAs shown by the statistics
in Table 2and frequency distribution in Figt3, the RCA3-E5R3A1B generally performs
similarly or worse in terms of the statistical mean and variabilitye largest differences
appear for precipitation simulation for which RCA3-E5R3A1B generatetb Uf®5% higher
wet-day percentage and 1%8 more accumulated precipitation than present in the
observations in summer. In terms of precipitation frequency disiviib RCA3-ERA40 tends
to generate a slightly higher number of days with small rainfatiusrhand fewer days with
extreme amounts. Temperature is another variable with visible differateedn the two
simulations. Again, the largest differences appear in summer ichvRCA3-E5r3-A1B is
inclined to be slightly colder and with less variability thaDA3-ERA40. The distributions of
relative humidity and wind speed generated from two simulatayesin general almost

identical.
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Though the two climate projections are driven by different forcinggny of their
characteristics are highly consistent, implying that the majofitthe biases are likely to
originate from the RCM. The alternative conclusion would be tt@eERA40 is as bad as the

GCM in simulating the statistics of these four variables.

As the climate projection forced by GCM is the basis for asse$singe impact, we will

mainly focus on evaluating the results from RCA3-E5r3-A1B inféHewing.

5.1.2 Effect of the DBS approach

Fig. 5-4 and 6-5 illustrate how the DBS method improves the FWI input variablesthe
calibration period (not shown here) the bias-correction effectively remthesdnajority of
biases in all of the variables, which is expected as the bias-corrg@rameters have been
calibrated on the same set of data. In the following we wilug$othe analysis on the

validation period to illustrate the effect of DBS.

The correction was first applied to the two primary variables, PTanthe cut-off values
obtained from the parameter estimation process for precipitation scadiegSection 3.1)
range from 0.6 to 3.2 mm over all stations during the fire ssasithe largest cut-off value
always appears in summer, followed by autumn and then springga#hon Edsbyn, the cut-
off value varies from 0.85nm/day(spring) to 1.56mm/day(summer). After removing the
bias, the corrected P shows a better match with observed data ofeeals¢asons, though
partial biases in volume still remain, as shown by &ig.The improvement in temperature is
noticeable in terms of both the full distribution and the anoyelk. The major improvement
occurs for summer and spring where the cold bias appears in moddHded o corrected T
is statistically equivalent to that from the observations in geomclimatological mean and
standard deviation of temperature conditioned on dry and wet Aaysith temperature, the
corrected relative humidity shows a better annual distribution.oVeeestimation of relative
humidity is largely reduced, but some bias still remains attéii of the distribution. Wind
speed gets substantially improved in terms of both magnitudearamalal distribution. The
overestimated number of days with small wind speeds is redaceldthe probability of
higher wind speed is largely improved, but the DBS-correctedteatis to overestimate the
wind speeds over 6 m*sTaking a closer look at the PDF of meteorological variables from
different data sources by comparison of g3 and Fig.65, we find that the effect of the
DBS largely depends on the performance of raw climate projectwhsther the climate
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model is capable of reflecting the changes between the calibration anatigaligeriod is
very significant. In observation time series, the local climatbeastation Edsbyn is found to
be warmer (except for summer) and wetter (except for autumn) in the valigatiod than
that in the calibration period. The largest rise in temperature apipeaiater (i.e., 2.2 °C),
followed by a large rise in spring (i.e., 0.9 °C) and a moderaarriautumn (i.e., 0.4 °C). In
summer, the temperature is found to drop by 0.7°C. For papit the seasonal
precipitation is found to be wetter in spring (i.e., 4.3 %) sumthmer (i.e., 13.3 %), but drier
in winter by 14.0 % and in autumn by 11.7 % (not shoereh In the climate model’s output
(i.e., the R3E5A1B) for the same period a similar trend for temperauoaind but with
smaller magnitude; however a different trend for precipitation usido The climate model
simulates generally wetter conditions in the validation peviogl the whole year with a rise
of more than 10 % per season except for autumn (i.e., 6.6 %). Git@mient in spring and
summer may even reach 15.0 % and 13.6 %. That is, the climakel whoes not correctly
capture the trend in variables and also largely overestimates their rapaatg. As a result,
unstable statistics in raw climate projections make it diffimuttbtain a correction as good as
in the calibration period, which subsequently leads to an imperfatth in fire risk index,
e.g., the DC in FigZ6.

Apart from computed statistics, the distribution corrections @@ r&flected by the SS. The
SS in Table £how general improvement in all variables, i.e., the SS areeoagey~ 0.93 for

precipitation, ~ 0.90 for temperature, ~ 0.83 for relative humialitgt 0.83 for wind speed,
though the seasons differ. The largest improvements appear iantinees season in which
the major biases tend to occur in the raw climate projectionslaBimmprovement has been
found when the correction was applied to the RCA3-ERA40 runsframi/n here).

5.1.3 Forest fire risk indices

The major forest fire risk indices — FFMC, DMC, DC, BUI, ISdaRWI — are plotted as
long-term average annual cycles over the calibration (1966—H98b)he validation (1986—
2005) periods in Figi-6 and&7.

The calculated fire risk indices using raw RCA3 outputs are at fudtesl in comparison to
those obtained using station data. The deviation (see bludakdibes in Fig#6and&7) is

intuitively understandable. Too many drizzle days in the r&AR data are very likely to
cause oversaturation in the soil that may not dry out betweefaltagvents as in the

19



© 00 N o 0o b~ W N PP

[EY
o

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

26
27
28
29
30
31
32

reference simulation driven by station data. Furthermore, alongloviter temperature, the
water content in the deepest fuel layer might be increased, affectingelomgdrying
conditions of the soil. Higher relative humidity as well lagver wind speed leads to a
decrease of the drying rate. As a whole, moisture content in thermpgt layer is
overestimated and the corresponding fire risk described by the FFM& immdnderestimated
(Fig. #6). Similar effects also work on the slow-drying fuel layer (DMCJ #me deepest fuel
layer (DC). Because of the unrealistic values of the DMC and D€dasdithe modelled BUI
and ISI are also, as expected, far from the observed §FigUItimately, the final FWI is
substantially underestimated. Correction of input variables is dhugtermost importance

when climate projections are utilised for forest fire risk assessment.

The DC is an integrating index reflecting the combined effect mcipitation and
temperature; it was therefore used to study the correcting impact inoyitee DBS on these
two variables. As the rainfall cut-off values for all stations areoseldbove 2.8 mm (i.e., the
threshold values given in the FWI literature, described in se2tibpnthe major impact on the
DC values is considered to be from the correctio”P @ndT. During the drying phase, the
moisture depletion is governed by evapotranspiration, whiclpragportional to noon
temperature and also influenced by the seasonal day-length. Dueingitifiall phase, any
rainfall more than the threshold value is first reduced to an effectinéaltaby a linear
function and then simply added to the existing moisture eantahfter bias was removed,
the corrected noon temperature was in general increased, which ledrotayes
evapotranspiration. Additionally, the reduction of precipitatioroants (see Figs-4 and65)
resulted in less moisture equivalent. Ultimately, the fire riskth@ slowly-acting fuel,
described by the DC value, was found to be considerably enlangedmparison to that
which was computed using raw climate output (see#dgas well as closer to that computed

using observations.

The DMC represents the moisture content of real slow-drying frektlt is a function of
precipitation, temperature and relative humidity. For the RCA3-R3B5the cut-off values
for the summer season (i.e., JJA) are often more than 1.5 mm (i.tnrdbleold values given
in the FWI literature, described in section 2.1), but seldorotiher seasons. Therefore, for

summer, not only precipitation amount but also precipitaftiequency will affect the DMC

value. After applying the DBSH became less overestimated and the cold bias in noon

temperature was removed (see FEgl and65), which led to the larger drying rate. For the
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rainfall phase the DBS not only removed the small rainfall eventalbo reduced the portion
of medium-size rainfalls via correcting the precipitation distribu{gee Fig5-4 andé5). As

a result, the overestimated moisture level and consequently redsmtegral value of the
DMC were corrected (see red line in Fi®). In comparison to the DMC value computed by
correctedP and T (i.e., denoted as corrected PT and marked as green line i¥@jig.
correctingH and W (red line) leads to additional improvement. Especially in semand
autumn seasons, the maximum improvement reaches as much ast % I#ely because of
the removal of drizzle in the precipitation frequency correction whécluged the moisture

content in the fuel.

The FFMC reflects the integrated effect of all meteorological inpuabis. In the drying
phase, its drying rate varies with temperature, relative humidity vand speed. After
applying the DBS the drying rate was increased upon correcting tdeb@as in T, the
overestimatedH and the underestimatéd, as shown in Fig5-4 and 65. Moreover, the
computed equilibrium moisture content by drying and by wgttiy andE,, became smaller
(not shown here). In the rainfall phase, only the current moistureent and rainfall amount
matter. As the cut-off values estimated at all stations were all ab®werd (i.e. the threshold
values given in the FWI literature, described in section 2.1), amgatmn of precipitation
frequency influenced the final FFMC value. By applying the DB&nynperiods of drizzle
were removed and the overestimated precipitation amount was correctadesdt, 1) the
wet spells were shortened and the moisture content in the fuelsreatb dry out; 2) the fire

risks described by the FFMC value largely increased (see red ling. ol

In Fig. 87, the fire behaviour indices, the ISI and the BUI, as well agitla¢fire risk index,

the FWI, were studied. As ISl is a product of wind speed aredftiel moisture, its directly
influencedreflects-directiwhen these two are changed. AsWievas not perfectly corrected,
over- or underestimated after bias correction caused larger variation in the ISI index in
comparison to that computed using observations. BUI depentiseorariation in the DMC
and the DC values, with more weight given to DMC. Hence, thedBOws a similar pattern

to the DMC index. Ultimately, the final index, the FWI (F&Y), and the fire danger classes,
the FWIX (Fig.98), used for issuing fire risk warnings (i.e. danger class > =Table 1)

were significantly improved.

The fire risk related indices generally showed improvement when all \esialdre corrected

compared to only a partial bias-correction of precipitation and temperdtois suggests that
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the bias-correction does not destroy the physical consistenvgdrethe variables in such a
way that it would degrade the validation results when iplaltvariables are bias-corrected.
Apart from that, the improvements imply that the relative humiditgt wind speed do play
important roles in final fire danger level and appropriate correctiomexfet two variables
adds value to fire risk assessment. Particularly, the wind speed a®ik dominant factor for
cases of extremely large forest fire risk (see danger class >= 5 i®dfigThis finding
matches the conclusion drawn from a recent study in Greece (Karali2084), in which a
sensitive sensitivityest of the FWI indices to the meteorological variables was carriedt out
was found that precipitation and wind speed play the maggoritant roles in final indices.
Specifically, for wind speed, even a moderate wind speed leads to vatlees over the
critical risk thresholds, and a high wind speed results in ttararly high value of the FWI.

Figure 10 gives an overview of how often the high risk indiddsrest fire (i.e., FWI >=5)
are likely to occur in past climate (1966-1995) at the 14 swtised in this study. Colour
markers indicate the average number of days with the FWI indBxaad 6 per fire season
(the months of April to October). At most stations, the o@nae of high risk indices derived
from simulations forced by observed data are less than 20 dafpee@eason. In the southern
parts of Sweden the high risk indices of forest fire appear more frequetitgreas in
northern and central Sweden the occurrence of high risk indices arecoeapt at the station
Edsbyn (i.e., 20 days per fire season). In comparison withigkédevel calculated using the
observations, the risk level calculated using raw meteorologicalblesidrom the climate
projection, R3ES5A1B, shows obvious underestimation. N higk level is reflected at any
of 14 stations (shown in Fig8b11l). After correcting the biases in meteorological variables,
the fire risk in the reference period is significantly increased anldoivs a similar spatial
distribution pattern to that calculated from observations (seelbB#g.11aand c). However,
underestimation in the calculated occurrence of high risk indicesaneverage of -6 days
per fire season) still exists. None of the stations reaches thienwhdays identified from
those calculated using the observations. The maximum number sfcdégulated using

corrected meteorological variables is 20 days.

5.2 Future projection (RCA3-E5r3-A1B)

The climate projection was run until the end of 2100 with a igahsnode simulation, which
makes it possible to investigate the evolution of climate chamge ¢ontinuous manner
(Kjellstrom et al. 2006). The historical observations used taiomlihe scaling factors cover
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the period from 1966 to 1995, the longest observation pen@dlable for the study area.
Topics that will be discussed in this section include whether@BS alters the climate
change signals in input variables as well as the FWI index awdfihe risk will evolve in

Sweden in the future.

Figure 9 11 -and-Figure—1presend the climate change signals in all input variables at two
stations, Edsbyn in northern Sweden and Vaxjo in southerne3wad projected by RCA3-
E5r3-A1B, the local climate in Edsbyn will become wetter, warmererhamid and slightly
windier in the future. During fire seasons, a general increase ipréogitation amount is
found during the complete future period, particularly duringngpin the intermediate and
distant future (~40% increase). Temperature and relative humidity arehalsacterised by a
general rise during the whole period. The air gets warmer and moistex beginning of
spring in the near future and this tendency is enhanced a6ll. Zhe largest rise appears in
spring and the smallest in summer. Compared to the present climatéely to be warmer
by 2°C-6 °G in 2011-2040-2071-2100 and moister by8-%—15 % in 2011-2040-2071-
2100. The change in wind speed is smaller when compared to otherlesritbvaries
mainly within the range of -6 % to 6 % in the study periad#h the largest increase in the
near future. The maximum increase appears in autumn in every future. pemniedocal
changes in Vaxjo are projected to be similar to those in Edslwnyith stronger seasonal
variations during the fire season. As in Edsbyn, temperatureedaiitve humidity exhibit a
consistent future increase. Their rate of increase increases with tim2u@dti(i.e. -5°C-4
°C} warmerunti-2011-2040-(2071—-210@nd 5%(15 % moister until2611—-2040-2071—
2100). The changes of the other two variables fluctuate around zero Wiffegent sign at
different period of the year. Precipitation decreases during the fire seasept in spring,

whereas wind speed increases in late summer with a maximum of 10 %

In general, the corrected datael-reproduce the climate change signal in the raw climate

model outputreasonably well[However, in some cases DBS was found to alter the changes

projected by the climate model. It might be caused by non-ligeariRCM biases. That is,
the biases caused by an imperfect model representation of atmosphes fonythe present
climate are likely to be altered by the changes in relevant climatic @siabthe future. For
instance, the described changes in temperature bias can be related to ichalugescover
and the corresponding response in radiative surface heating, seturadieedback and sea
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level pressure (Maraun, 2012), which are not accounted for in thedn@stion approach.

As all bias correction methods, applying DBS is built uporassumption of stationary bias.

By running the FWI system, the integral impact on the l@mgitmean future fire risk danger
was evaluated (Fig-310. Because the figures aim to present the average situatioageigr
30-year period, extreme values cannot be seen. However, their relativgeshanFWI
compared to that for the present climate is quite consistenthtbiigrent in magnitude. The
differences in CC signal between the raw and DBS-corrected data, respeceepartly
because of biases in driving variables as described in section Mdr&over, as the three
primary indices of the FWI (i.e., FFMC, DMC and DC) are compédedirying and wetting
phases that are determined by a threshold value for each fuel, argticorod precipitation
amount may have an impact on the indices that subsequentlgnods the final index, FWI,

and its CC signals.

Using the corrected dataarly-springautummat the Edsbyn station is found to become more

prone to forest fire, followed bgpringavtumnand then summetep-panetidFig. 1310. Itis
mainly due to the increase of temperature and wind speed. For todayidire risk season,

summer, the relative change in the FWI value tends to be negatithe nearfuturethe-fire

Q\/Q al\/ to-rad a¥ll a\V 094 o anad o aVdiaValE.Ts% a'aVallaVallaVa Wa HAer—n he

50-20%).
the-ecentury The moister air, the increased precipitation and relatively stathilvind speed

balance out the effect from warmer climate. The fire risk in autumn grgdoaikases with
regard to the last 30 years, particularly the beginning of ayturhich is most likely because
of relatively drier and warmer air combined with stronger wind speedtheAVaxjo station

{bottom-panenFig—13the most fire prone season in future is likely to be sunwnere
less precipitation, warmer temperatures and higher wind speeds are projectdd-rear




1 ‘ lower{-2-%)}-than-that-h-thenearfutula. the last 30 years, the local climate gets even
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wetter, moister and less windy in spring, which reduces the fkdavel by 15 % compared
to the present day. However, the fire risk in summer increas&§-B9% as the climate in

the distant future becomes drier, warmer and windier.

The relative changes in the number of days with high fire risk {he.FWI >=5) during the
fire season are presented in Figl1ld Northern Sweden is likely to be a fire resistant region
in the future climate where the number of days with high fire righusd to be lower than
today. In contrast, southern Sweden is projected to become a requeofie region where an
increased number of days with high fire risk is found in alméstations in all three periods.
The stations located in central Sweden are projected to face an incresafdforest fire in
the near future, after which the risk decreases until end of thergemhe changes at those
stations vary from time to time, which is probably becauseddlIclimate factors at different

time periods.

6 Conclusions

In this study, two climate projections driven by different forcimgre investigated for direct
use of a climate model (i.e., GCM or GCM/RCM) in forest fire riskde&s. The raw climate
model outputs show a clear mismatch with the observations inflakéncing variables used
in fire risk modelling: precipitation, temperature, wind speed arativel humidity. This is

likely caused by uncertainties in observations as well as ireprdgscriptions of physical

processes and coarse resolutions in the present generation of RCMs.

Two parametric distributions were tested for correcting the biasesaitveechumidity (a Beta

distribution) and wind speed (a Weibull distribution). In assrgalidation, the DBS method
is demonstrated to substantially reduce the bias in driving médgara variables and thus
facilitates the utilisation of climate projections in forest fire risudges. Regarding the
simultaneous bias-correction of multiple variables, the result sth@m improved description
of fire-risk related indices when all variables were corrected compareuyt@ gartial bias-

correction of precipitation and temperature. This suggests thdiideecorrection does not
destroy the physical consistency between the variables to susttent that it degrades the

validation results when multiple variables are bias-corrected.
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For the present climate, by using bias-corrected meteorological varigtgeFWI| model
generates realistic results that are well in line with those derived dtmsarvations. The
frequency of extremely high fire risk is significantly better reproducednascompared to
directly using raw climate projection data, though some underegiimegmains. Further
development of the DBS method is therefore required to, e.g., betterempites influencing
variables by removing remaining biases, keep consistency anmoeggsorological variables
in terms of their temporal and spatial covariance, and capture theatmmaries of climate

model biases.

Concerning the future climate, the climate projection used here prajetiteate in Sweden
that is warmer, wetter and windier than today. Southern Sweden, iwvieer®rmally warmer
and windier than in other parts of Sweden, is likely to becomera fite prone region in the
future, whereas northern and central Sweden will face a similar or foeeisk than today.

Forest fire activity and its spread is a result of combinationseathver, fuels and topography

as well as incident management decisions. Thus, fuel bed structurireamatential are

influencing factors in addition to the changing climate. Thislkof studies for Sweden has

been partly done previously (Granstrom et al., 2000 and GranstrorScmehmel, 1998).

With changing climate, there may be a northward displacement ofdhd egetation belts

with an increasing component of broad-leaved tree species at the erpspsace (Koca et
al., 2006). Fuel beds in the north may then shift from nmésaf litter, with unknown effects

on ignition potential and fire behavior. Apart from reducingmhua-caused ignition,

experience concerning rescue tactics suppression methods need toatssl.clh ongoing

project will develop a national preparedness strategy for forest fitdas c@nsideration of

changing climate.

Our results dahot completely agree with the work of Flannigan et al. (2008)p found

significant increases in the Northern Hemisphere by applying ainatidn of three GCMs

and three emission scenarios. For Sweden, an overall and large incesapmjgcted. One

reason for the differences may be the way the climate change sigmnehtisd. The DBS

approach focuses on preserving the variability produced by indiviurahte projection,

which is different from the traditional delta change (DC) approach lhighamthe average

changes are transferred onto the observations. Another difference cotheesmtial and

temporal resolutions of the observed reference data. Compared to tredakg datased in
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Flannigan et al., 2013, using regional/local data is benefitiatudies including localized

variables such as precipitation and wind speed.

Forest fire regimes with different climatic sensitivity in northerd anuthern Sweden have

also been revealed in earlier studies. The results in Drobyshev ed¥) @inted towards

the presence of two well-defined zones with characteristic fire activitygrapbically

divided at approximately 60° N. Such division was also reflegtedai et al. (2012) who

applied the self-calibrated Palmer drought severity index to shedglobal aridity in present

and future climate. The calculated indices indicated drier conditmssuthern Sweden than

in the northern part under present climate. In the future, more paticip was projected in

northern Sweden in comparison with relative dryness in the soushezden.

For improved interpretation of the assessment results, all umtiErsain the full production
chain must be considered. Reliance on a single climate projéctarbination of GCM and
RCM) to represent the current and future climate is not sufficient givenamount of
uncertainty involved in the climate models themselves. As fonesidilargely affected by
weather conditions in close proximity and influencing forcingvesy local, including
different projections is required for forest fire impact assessment.|Adalle evaluation of
the future forest fire risk should include an ensemble of projectioresiogwdifferent aspects
such as parameterisation of sub-grid scale processes in GCMs and R@islssation of
GCMs, spatial resolutions and emission scenarios. Also, ottoertainty sources should be
assessed. One concerns the quality of observation data, which tmitapplication of the
bias correction method to the climate projections. Another sourdbeischoice of bias
correction method, which is likely to influence the resulisaly, the choice of forest fire
model adds uncertainty. For example, the connection between fued layswitched off in
the drying process within the FWI, whereas in other modegs, (Eosberg, 1975) a more
complete drying model that couples heat and vapour transpodiusiéd. The way a model
describes the processes may potentially give a different resporibe fwojected driving
meteorological variables.
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Table 1. Range of FWI for fire danger classes in Ssden.

Danger class (FWIX) FWI range
6 (5E) - Extremely high 28 FWI

5 - Very high 2XFWI<28
4 - High 17< FWI < 22
3 - Normal KFWI<17
2 - Low IKFWI<7
1 - Very low FWI<1

") in operational use. danger class 6
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1 Table 2. Statistical characteristics ofP, T, H and W during the calibration period (1966-1985) over allstations. Comparison between observation, raw RCA3

2  ERA40 and raw RCA3-E5r3A1B. The bold number in bradets presents the biases between modelled value asiaserved value in % except Avg. of.

P T H w

Acc. sp’ sD’ Freg-P Avg sp’ sD’ Avg sp' sp’ Avg spD SD°  Freg-Ws

[mm] [-1 [-1 [%] [¢C] [-1 [-1 (%) [-] [-] [m/s] [-] [-] [%]

Observation 82.3 3.2 20.0 42.8 6.6 6.5 1.9 63.6 18.6 3.1 4.0 2.4 0.8 92.1

<§z RCA3-ERAO 175.4 3.1 21.4 77.4 5.0 5.4 2.5 66.4 19.0 7.7 3.2 1.4 0.2 100.0
s (+113.1)  (-3.1)  (+7.0) (+80.8) | (-1.6) (-16.9) (+31.6) | (+4.4) (+2.2) (+148.4) | (-20.0) (-41.7) (-75.0)  (+8.6)
RCA3-E5r3A1B 183.8 3.2 23.0 77.4 5.0 5.5 2.4 67.9 18.9 7.3 3.1 1.4 0.2 100.0
(+123.3) () (+15.0) (+80.8) | (-1.6) (-15.4) (+26.3) | (+6.8)  (+1.6)  (+135.5) | (-22.5) (-41.7) (-75.0) (+8.6)

Observation 143.9 5.0 28.0 43.7 18.3 43 1.4 57.6 16.5 3.3 3.8 2.2 0.8 90.6

< RCA3.ERA4D 265.5 4.8 321 86.5 16.0 2.8 1.8 68.4 17.5 45 2.6 1.2 0.2 100.0
= (+84.5) (-4.0) (+14.6) (+97.9) | (-2.3) (-34.9) (+28.6) | (+18.8) (+6.1)  (+36.4) | (-31.6) (-45.5) (-75.0) (+10.4)
RCA3-E5r3A1B 313.9 4.8 41.5 89.9 15.0 2.5 1.5 715 17.5 3.6 2.7 1.3 0.3 100.0
(+118.1)  (-4.0) (+48.2) (+105.7) | (-3.3) (-41.9) (+7.1) | (+24.1) (+6.1) (+9.1) | (-28.9) (-40.9) (-62.5) (+10.4)

Observation 166.6 4.4 38.6 54.3 7.2 6.2 2.6 75.4 16.3 2.1 3.7 2.6 1.1 88.3
Z  RCA3-ERALO 267.1 3.9 27.8 90.5 6.3 5.3 2.4 80.6 15.9 1.8 3.2 1.5 0.4 100.0
A (+60.3)  (-11.4) (-28.0) (+66.7) | (-0.9) (-14.5) (-7.7) | (+6.7)  (-2.5) (-14.3) | (-13.5) (-42.3) (-63.6) (+13.3)
RCA3-E5r3A1B 287.6 4.1 27.1 92.6 6.7 4.7 2.2 82.3 15.1 1.8 3.2 1.4 0.4 100.0
(+72.6) (-6.8)  (-29.8)  (+70.5) | (-0.5) (-24.2) (-15.4) | (+9.2) (-7.4) (-14.3) | (-13.5) (-46.2) (-63.6) (+13.3)
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Table 3. PDF skill scores (SS) of raw data from RC3-ERA40 and RCA3-E5r3-A1B (1966-1985), averaged avall stations.

Precipitation Temperature Relative humidity Wind speed

Mean Min. Max Mean Min. Max Mean Min Max Mean Min Max
s RCA3-ERA40 0.64 0.59 0.69 0.80 0.74 0.86 0.83 0.76 0.87 0.75 0.65 0.84
<§E RCA3-E5r3A1B 0.65 0.60 0.70 0.80 0.75 0.85 0.81 0.76 0.86 0.69 0.57 0.76
- RCA3-ERA40 0.56 0.48 0.60 0.71 0.67 0.76 0.72 0.63 0.78 0.70 0.55 0.83
- RCA3-E5r3A1B 0.54 0.45 0.60 0.59 0.54 0.63 0.67 0.60 0.72 0.66 0.52 0.76
~ RCA3-ERA40 0.62 0.58 0.58 0.85 0.89 0.81 0.78 0.74 0.89 0.76 0.62 0.86
7 RCA3-E5r3A1B 0.61 0.68 0.65 0.82 0.79 0.79 0.74 0.69 0.84 0.68 0.58 0.83
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Table 4. PDF skill scores (SS) of data from raw andorrected RCA3-E5r3A1B (1986-2005), averaged ovail stations.

Precipitation Temperature Relative humidity Wind speed

Mean Min. Max Mean Min. Max Mean Min Max Mean Min Max
s Raw 0.62 0.58 0.65 0.78 0.74 0.85 0.75 0.66 0.81 0.73 0.60 0.88
<§E Corrected 0.93 0.86 0.96 0.89 0.83 0.91 0.84 0.75 0.88 0.82 0.73 0.93
- Raw 0.57 0.53 0.60 0.58 0.53 0.61 0.66 0.57 0.73 0.64 0.51 0.77
- Corrected 0.93 0.91 0.95 0.91 0.89 0.93 0.81 0.75 0.86 0.83 0.73 0.94
~ Raw 0.60 0.57 0.62 0.83 0.80 0.86 0.72 0.66 0.78 0.77 0.63 0.92
7 Corrected 0.93 0.91 0.95 0.90 0.86 0.92 0.83 0.77 0.89 0.84 0.77 0.92
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3 average value at Edsbyn station. Comparison of obsational data and raw output of the climate models
4  from RCA3-ERA40 and RCA3-E5r3-A1B simulations (calbration period 1966-1985).
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Figure 4Figure-5 Seasonal variation of the FWI inputs P, T, H and W) presented as 7-day moving
average value at Edsbyn station. Comparison of obsational data, raw output of the climate models
from RCA3-E5r3-A1B simulation, and its correspondirg corrected output (validation period 1986-2005).
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Figure SFigure—6 Comparison of observational data, the raw outputof the climate model, RCA3-

E5r3A1B, and its corresponding adjusted output at Esbyn station for validation period 1986-2005.
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Figure 6Figure—. Seasonal variation of FFMC, DMC and DC index at Hsbyn station. Comparison of
values based on observations (black line), raw outip from climate model (blue line), RCA3-E5r3A1B,
corrected P and T uncorrected H-raw and W-raw (green line) and correctedP, T, H and W (red line) for
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Figure 7Figure-8 Seasonal variation of BUI, ISI and FWI index at Elsbyn station. Comparison of values
based on observations (black line), raw output frontlimate model (blue line), RCA3-E5r3A1B, corrected
P and T uncorrected (raw) H and W (green line) and corrected?, T, H and W (red line) for period a) 1966-
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Figure 9Figure—11 Climate change signals i, T, H and W at Edsbyn and V&xj6 station, reflected in

RCA3-E5r3-A1B before and after correction during three-periods—2011-2040,2041-2070-212071-2100
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