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Abstract

abstr Snowpack weak layers may fail due to excess stresses of various natures, caused by
snowfall, skiers, explosions or strong ground motion due to earthquakes, and lead to snow
avalanches. This research presents a numerical model describing the behaviorfailure of “sand-
wich” snow samples subjected to shaking. The Finite Element model treats weak layers as inter-
faces with variable constitutive-behavior-mechanical parameters. This approach is validated by
reproducing cyclic loading snow fracture experiments. The model evaluation revealed that the
Mohr—Coulomb failure criterion, governed by cohesion and friction angle, was adequate to de-
scribe the experiments. The = - —

g - model
showed the complex, non-homogeneous stress evolution within the snow samples and espe-
cially the significanee-oftenston-for-importance of tension on fracture initiation at the edges of
the weak layer, caused by dynamic stresses due to shaking. Accordingly, the-previoushy—used
simplified analytical solution, ignoring the inhomogeneity of tangential and normal stresses
along the failure plane, may incorrectly estimate the shear strength of the weak layers. The
obtained-parameters—best fit” cohesion and friction angle were ~ 1.6kPa and 22.5-60°. The
values may constitute valuable elements—first approximations in mechanical models used for
avalanche forecasting.

1 Introduction

ntro

Dry snow avalanche release mechanics presents a key research question. Various mechani-
cal models have been used to address the dry snow slab avalanche release problem focused on
weak layer failure: e.g. crack models inspired by the over-consolidated clay theory (?), cellular-
automata models (?), fiber-bundle model (?), physical-statistical models (?), and-multiple Finite
Element Method, FEM (??), and analytical and empirical models (?). Recent studies, based on
FEM with interfacial constitutive laws for weak layers, have shown that one of the key un-
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certainties in avalanche forecasting, spatial heterogeneity of weak layers, can be treated by
statistical methods and that its importance is reduced for greater snow slab depths (???). More-
over, merging of FEM with terrestrial laser scanning input data (e.g. ??) and the growth of
computer performance promise that this decade will see the possibility of precise estimation in
terms of statistical distributions of potentially unstable snow masses for feeding into models of
avalanche dynamics (?). Accordingly, further investigation ef-thekey—research-question—=about
the-concerning the weak layer mechanical behavior and constitutive law and their implemen-
tation by-in FEM are certainly needed for better quantitative understanding of the avalanche
formation process.

For studying dry snow slab avalanches, various approaches have emerged and have been em-
ployed in FEM models to represent a snow weak layer under a cohesive slab; for detailed review
refer to ?. Previous studies were mainly designed to investigatethe-felowing: (1) the stress state

layer heterogeneity, super weak zone length and stress concentration, as well as avalanche re-
lease slope angles (???2???), (5) fracture propagation properties (energy release or crack prop-
agation velocity) (????), (6) coupled stress-energy model (?); anticrack energy release from
slope-normal (vertical) collapse (?), (7) structural size effect law (?), (8) evaluation of field
shear frame experiments (?); and, finally, (9) snowpack response to explosive air blasts (?). To
the best of our knowledge, no study has attempted to predict critical inertial loads for failure of
snow weak layers in the case of cyclic loading, which presents a basis for model validation for
an assessment of the effect of earthquakes on slope failure (?).

Previous FEM studies may be-roughty-roughly be classified into three principally different
numerical approaches forconsideration-of-weaklayersin terms of representation of weak layers

(or potential failure surfaces): (1) a thin isotropic (or anisotropic) continuum (???), (2) an in-
terface with zero thicknessand-zere—~velume, which may be vertically “collapsible” or not (???)
or (3) a combination of the first two methods as a thin collapsible/non-collapsible layer with
interfaces at the bottom and the top of it (?2?). The above-mentioned eenstitutive-models—and
approaches are chosen based on the objectives of athe study, and at the same time it may be
noted that there is no universal, generally accepted framework for treatment of the “slab — sveak
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l—ayefjalvlgggvs\lgjagg system On-the-other-hand;—if-we-considerreal-weakJayers;—atew-types

Due to computational difficulties related to the ize of avalanche release zone, it ts—gggg;aljx
appears preferable to represent the weak layer by an interface, since its thickness is signifi-

cantly smaller that the total snow height. By-Furthermore, by referring to volumetric layers, the
FEM mesh size in the weak layer would have to be smaller than the size of crystals and thus
may put the validity of the continuous approach into question. More importantly, it is known
from fracture line studies that poor bonding between layers may be a more significant cause
of avalanching than low strength within weak layers (?). Accordingly, sinee-the idea of treat-
ing weak layers as interfaces is-appears attractive for large-scale applications {beeause-of-the

diseussion-above),more-studies-are-certainlyneededand will be explored further in this paper.
2 Objectives and scope of the study

The aims of the present work are twofold. Fﬁsﬂ-y%we—smd*yhfvlg/s\gb\wj\:,vrwevmnthe mechamcal be—
havior of weak layers + ¢

ef—aa—assumed—ﬁﬁe%faeial—eemﬁfu%ﬁe—}a&wteme—aﬂalﬂﬂ—eﬂhrou h FEM 51mu1at10ns of revi-
ous expemments on failure of layered snow by Seeead—l—y—we—&n—a—l—yse—fhe—e*pefm&ems—"Phese

1odeq uotssnosyy | 1odedq uotssnosyq | JIodedq uorssnosyq | Ioded UOISSNOSI(]



20

25

m show that the well known Mohr—-Coulomb failure criterion with cohesion, which
includes normal pressure effects and tensile strength (one of the most common approaches
in mechanics of granular materials), may be used as the—a first approximation to reproduce
the-these dynamic experiments. Accordingly, this paper reports on an evaluation of the perfor-
mance of this failure criterion as well as an evaluatlon of associated parameters (cohes1on and

angle of internal friction), through an-as

&Hd—FEM—se}uHeﬁs—are—the—m&ﬁ—ebjeeﬁlv‘es—ef—the—paper—a detalled numer1cal -eX er1menta1

Cross-comparison.
In—snow-seiencethe Mohr—Ceulomb-eriterien—s-The idea of describing the failure of snow

according to the Mohr—Coulomb failure criterion emerged since the pioneering studies of ? ,
?,and ? . According to Mellor’s review (?) cohesion can be associated with time-dependent

intercrystalline bonding (sintering) while the angle of internal friction can be imagined as initial

or residual strength of snow with broken bonds. Recently, this criterion was used, for example,

for modeling snow erosion by flowing avalanches (?), for predicting critical inertial loads for
failure of weak layers in seismically active regions (??), or for analyzing the packing of snow

agalnst sensor surfaces caused by wet avalanche . Hewever—rt—rs—kaewn—t—h—&t—ﬂ&e—rupture
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sensttivity-tests-diseusston-and-conelusionsOne important prediction of Mohr-Coulomb failure
criterion is the dependence of shear strength on the normal stress imposed to the sample.
Mellor (1975) suggested that this criterion could be problematic for snow due to changes of
the material state under pressure. Since then, numerous experimental studies investigated the
effects of normal load on shear strength of snow and snow weak layers, mainly through shear
frame or shear vane tests. Results, showing an influence of normal stress on various snow
types, were reported by 2, 22, ? , 2 and ? . ? reported similar influence on non-persistent weak
layers, but found no significant effect on persistent weak layers, thus proposing ¢ = 0°. Recentl

? conducted tests with artificial precipitation snow to investigate temporal variation of the shear
strength and concluded that the influence of normal load on the strength was more significant
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than temperature. Overall, most of these studies investigated the influence of normal pressure
using shear-frames. Results obtained with alternative methods, like shaking platform tests (22)
may provide valuable new insights on these issues of normal stress influence and applicability
of Mohr-Coulomb criterion, and thus remain to be analyzed in that context.

3 Experimental and theoretical background

3.1 Shaking platform experiments

The paper take-into-aceountis based on a series of snow-samples-which-were-tested-experiments
using the shaking platform described by ? and ?. The procedure eeuld—can be briefly sum-

marized as follows: snow samples were frozen to the platform and loaded via inertia due—te

b&t—throu h honzontal oscﬂlatlons w1th a constant am htude of 1.65cm and w1th and with growing fre—
quency see Sec. ?? for details). The frequency increase caused in-

creases in velocity, acceleratlon and thus stresses within the samples; at the point when the
inereasing-stress exceeded the strength of snow, the sample failed. High-speed video records,
accelerometers and measurement of the fractured mass revealed the instant of failure and the
corresponding peak acceleration (in the range of 2.23-6.36 g) (??). Originally, this dynamic
experimental approach was developed for studying the shear strength properties of snow and
their relationship to vibrations (?????). These previously reported tests were performed on ho-

mogeneous blocks of snow. Dﬁe—te—fhis—mow—sfmefufe—aﬂd—eeﬂﬁgtmaﬂen—efaeks—eeﬂ%d—ﬁo%

ﬁem—ease%o—ease—ﬂ&us—mhtbﬂ%g—s&&rgh&fe%waﬂ—nﬁenp%ef&&ens—’ introduced a weak layer

into the blocks and the possibility to incline the platform at 0, 25 and 35°; these two points
make the study more relevant to dry snow slab avalanche release. Nevertheless, free surfaces
on five sides of the sample and the prebability-ef-edgeeffectsinresponse-ofasnow bleck—te

leading-probable occurrence of stress heterogeneities in the snow block due to edge effects re-
strict the possibility of simple stress assessments and relating the experimental results to a real
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abe&t—s—he&r—stresses—)—For example an attempt by ?to calculate dependence of shear strength
on presumably constant overburden pressure produced surprisingly high values of internal fric-
tion angle (73.4-83.1°) with zero cohesion, thus exemplifying the importance of understanding
normal stress osettations-variations in the experiments for reliable interpretations.

The experiments, reprodueed-considered in this study, were performed in a cold laboratory
(with an ambient air temperature of —10 °C) on artificial “sandwich” snow samples {constituted
by two blocks of snow w1th a weak layer made of low densrty snow placed approximately at

mid herght -

The samples were prepared by sieving artificial precipitation snow over a cohes1ve slab w1th
a density around 234 kgm ™3, covering it with another slab, leaving for 74 hours of sintering,
and later cutting vertically the resulting structure into smaller blocks. The resulting weak layer
density was around 100 kgm ™3, and its thickness was around 1-2 cm. If we attempt to identify
the closest type of natural weak layer to the artificially created horizons in the middle of snow
samples, it would be a non-persistent precipitation layer, made of low density, partly decom-
posed dendrite crystals, or DFdc according to classification by ?. The length, width and height
of specimens were 0.3, 0.2, and 0.2-0.45 m, respectively. The masses overlaying the weak lay-
ers ranged between 1.3 and 4 6 kg. This dlfference in mass was created by Varymg the helght
of the upper blockby-th ral-sn ; e :
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From the different types of tests performed by ?, we seleet-selected here only the weak layer
fracture tests made with horizontal single-degree-of-freedom oscillations (at the same time we
emphasize-recall that a sample may-can have various inclinations: 0, 25 or 35°).

In total, 19 individual tests with varying properties were modeled. Most relevant parameters
and results of experiments are indicated in Table 1; for more details refer to ? .

3.2 Some further experimental conditions relevant to construction of the model

In—the-Four specific points, relevant to the construction of the numerical model, need to be
highlighted. First, in the majority of experiments weak layer fractures were observed at the

lower interface (between the weak layer — and the lower block). No significant vertical collapse
within the weak layer could be recognized during tests (based on video quality we could only
restrict the maximum p0s51ble collapse as less than 1 mm)wvl Moreover, d&e—t&ehe—&bseﬂee—ef-

s%%—%ﬁw%wﬁé&%ﬂ%&%ﬁm
purpose of simplification, the possibility of vertical collapse was not considered in the modeling
and the weak layer was represented as a non-collapsible interface.

Second, analysis of video records shows no noticeable horizontal strains in the bleeks;-due-te

himitatiens-efthetwo snow blocks surrounding the weak layer; with the available video quality,
the maﬂmum—esﬁmafe—yfppg\rlpv@vt\lg\for strain is less than 0.33 % (?) . This means that the whole
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is—valid-eonsidering—thefaet-blocks can be regarded, as a first approximation, as rigid bodies.
Such assumption amounts to con51der1n that most of the p0551ble deformation is concentrated

within the weak layerfe—g

defermaﬁeﬁ—was—eeneei%ed—m—the—weaielrayeﬁ— in agreement Wlth revious studles """

For the purpose reducing computing costs, we will thus omit the lower block in the model
and only consider a system made of an upper block and an interface (Fig. 1). Furthermore, in

agreement with this discussion, it will be shown (Sec. 5.3) that the elastic properties of the upper
block do not influence failure properties.

ﬁ%wmw%mmmmnawmmm
used in_the experiments is much smaller than the critical crack length required for failure
self-propagation (2?) . In other words, weak layer failure in the experiments is driven only
by the applied loading, and not by stress redistributions which remain negligible at the scale
considered. Global sample failure occurs when the inertial stresses induced by the oscillations
reach the failure criterion in the whole weak layer. Therefore, there is no need of considering
the post-failure behaviour of this layer or the progressive accumulation of damage during
the successive loading cycles. In this sense, these experiments appear particularly well-suited
to_focusing on_the weak layer failure criterion, independently of post-failure propagation
phenomena.

Sinee-Lastly, since the experiments had high rates of loading to-failure—(within—a-(failure
occurred within a second; strain rates were higher than 1073 s71), we do not refer-te-viscous

behavior-and-assume-a-purely-elastic-constitutive-medel-forconsider viscous behavior of snow.
High loading rates guarantee a -brittle range for all observed fractures. Such high fate—}eadings—

teﬂaturaHoadin rates are re resentative of stress variations involved in natural avalanche re-
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leases, loading produced by skiers/snowmobilers, explosive air blasts, as well as strong ground
motion due to earthquakes or mine blasting (?).
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4 MethoedsFEM modelin

4.1 FEM-moedel

We-performFEM-analysis-Our FEM computations _are performed using Cast3M open-source

software (http://www-cast3m.cea.fr), a code developed by the French Atomic Research Center
(?), and employed in previous studies on snow avalanche release (????). The code (Education
and Research Release, 2010) employs an implicit time integration scheme; governing equa-
tions are solved incrementally, thus enabling non-linear computations, and taking into account
dynamic effects. fnregard-to-the-differenees—with-other-available pregrams(2)—wenote-tha
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4.1 Model description

4.1.1 Model geometry

geemefryhfer—a—sl—ab—rs—pfesemed—The upper block is re resented by a rectangle or parallelogram
(for inclined tests), which is 0.3 m long and 0.14-0.36 m high. A -1 cm X 1 cm quadrilateral

element shape with four nodes is used for the mesh (QUA4); there are about 14-36 elements
in the vertical dimension (dependmg on the sample herght) and 30 in the horizontal dnnen—

stratis—, We note, that sens1t1v1ty tests with twice htgheﬁﬁumbefef—a MMapx\elements produced
similar, but much more computationally costly results.
For-representing—the—weaktayer—of-the—sandwich”—samples—we—treat—+t-The weak layer is
treated as an interface—The-interface-is-, modeled by joint elements with four nodes (JOI2) but
and zero thickness, i.e. an element is created between two segments of two points (Fig. ??c).
There are 30 joint elements (each 1 cm long). The “lower” part of the joint (; A’—B’; Fig. ??¢)
is fixed to the bottom boundary, meaning that there are no vertical and horizontal displacements
ot-this-part-of-thejoint-are-forbidden-relative to the boundary. However-the-lateral-and-surface

boundaries-of therest-of thesystem-Displacements on the upper part (4 A—3B) are not restricted,
thus allowing free deformation. Therefore;—these—conditions—are-both-comparable—to-these—of
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4.1.2 Constitutive laws of the blockand-the-interface

The upper block is considered as a uniform and isotropic elastic material similarly to many slab
models presented in literature (????). Accordingly, its behavior is controlled by Young’s mod-

ulus, E, and Poisson ratio, v. We use Young’s modulus values varying with density after ? , in

the range of 1.2-1.5 MPa. We follow the study by ? and select a Poisson’s ratio to be equal to
0.04 (for temperature —10 °C). Also we note that since the problem deals with dynamics and

vibration, non-physical viscosity of the block, 7, is introduced into the damping matrix of the

model for numerical stability reasons. A—chetece-ofmaterial properties-of the bleck-G-e—Young’s
modulus; Poissenratio)will-be-considered-below(Seet—22)—Sensitivity tests to Young’s mod-
ulus, F, Poisson ratio, v, and viscosity, 77, will-be-shownin-showed that they have a negligible

influence on failure properties (see Sect. ?

4.1.3  Constitutive laws of the interface

The interface is governed by a Mohr—Coulomb failure criterion, which-is-controtted-by-the-with
an angle of internal friction, ¢, and a cohesion, c:

T =otan(¢) +c, M

where 7 is shear stress and o is normal stress (Fig. ??d). The cohesion is definredin-the-model
through-the-related to the tensile strength, o, as follows (Fig. 2?d):

¢ =ogtan(o). )

Accordingly, we may refer in the following text to bothef-them—{tensile—strength—, tensile
Mtrpggg@Lagt—aﬁd—eeheﬂeﬂ—Lg@vgg}@ggv(c) dependlng on the context Sueh—subs&fuﬁeﬁ
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forreproducing—thetests,—which-may—have-We note that considering an interface law which

includes a tensile strength is crucial to reproduce our experimental tests, since these may involve
significant tension stressestas—+t—wil-be-iHustratedtater). Additionally to failure criterion, for

se0 joint elements we also specify values of shear and normal stiffness, K¢ and K, ;-which-centrel
strains-of-the-interface-(more-details-are-provided-in-Seet—22)—,_To the best of our knowledge,
there are hardly any experimental data for weak layer elastic properties (22) . After conducting
sensitivity tests for different couples of /5 and J,, (within the range 10°~10° Nm ™) for a full
set of experiments, the shear and normal interface stiffnesses were set to 10° Nm™?. We found
ses  negligible effects of K and K, on failure as it will be discussed later in Sect. 22.

|7 —otan¢

[nodal failure]= ————— = 0.99999,
c

370

[total failure]= Ny = N,

375
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4.1.4 Cyclic displacements, inertial loadings and gravity

Before thesimulation-ofinertial Hoadingeanbeinitiated-initiating inertial loading for a partic-
ular set of parameters ﬁrst—we—s&bjeet—eur—demam—we sub ect the system to its actual welght

avity-ts-apph ravity is applied gradually at a
rate of 2. 45 gs’1 }dwlrr\lgg\il su t11 reachmg its 100 %o Valuewrthmﬂ&eﬁrst—phas&eﬂsm&u%&&eﬂ

in order to av01d

a—Persseﬂ—e&tre—numerrcal 1nstab1ht1es Furthermore the Poisson ratio of the block, v, ef—zefe—

for-ebtaining-is set to 0 during this initial phase in order to obtain homogeneous normal stresses
within the sample i.e. wrthout any stress concentratlons at the edges In the next procedural

step the m e-value v = 0.04 tmore

MWM%&W@WM
during 0.4 s.

Next, we reproduce horizontal shaking of the platform and;-acecordingly—introduce—inertial
fefees—wrthm—t-he—samp}e—by 1mp0s1ng dlsplacements onto the beﬂﬂdafy—”l?e—feereate—ﬂee

ﬂae—b}eek—meves%aef&eﬂm}}y—a—dﬁtaﬂee—%—aeeefﬁﬂg—lower bounda Consrstentl w1th
the experimental conditions, the system base is subjected to the followmg trajeetorycyclic
displacement:

s(t) = 0.0165(1 — cos (w(t)t)), 3)

where 00165 is athe dlsplacement amphtude in meters&t—eerrespeﬂds—te—the—ampht&de

. The angular fre-

quencyeeeﬁﬁerent startHe—eve%ve—afte&the—mﬂal—pfepafaﬁeﬂ—ePﬂae—samp}e—(deseﬂbe&

16
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earlier)-and-increases linearly as a function of time (after initial sample preparation):

{o if 0<t<d4ds,

. “
kom(t—4.4) if 4.4 <t <250s.

?his—&ﬁgul—ar—ffeqtmey—eeiﬁeﬂed—by—where the coefficient k,, {varying-varies between 0.44 -and

143572 see below). This angular frequency increase introduces
the gradual growth of velocities and acceleratlons and thus, stresses w1th every 0sc111at10n
(Fig. ??). o §

Since sample’s failure always occurs at an instant when acceleration reaches a peak (caused
by a change of the platform’s direction of movement), and since the corresponding peak
acceleration_is known from_the experimental measurements, we_individually adjusted the
coefficient k, for each test in order to recover the right value of peak acceleration at the instant

of failure. An example of k,, adjustment for one test is provided in Fig. ??a and b. Values of k
obtained for all tests are listed in Table 1.

Here, it is also appropriate to previde-arecall the simplified analytical evaluation of the shear
force evolution (7¢x) #sed-previously used, in the horizontal case, to estimate weak layer shear
strength during experiments (??)in-orderto-see-differences-with-the FEM—selution:

mea(t)
A Y

where my is athe mass of the upper block, a(t) is block acceleration (second derivative of s(¢
with respect to time), and A is the area of the failure plane. This analytical selution-ceuld-alse

be-ealled-a—approximation corresponds to a purely static model, since it does not account for
dynamic stress inhomogeneities caused by inertia and geometry. Since eursimulatonisin2-D-
and-sinee-mg = hs Aps, where hy is the height of the block and py is its density, Eq. (??) can be

rewritten for feedingsimulation-datainte—itandferfurther comparisons astherizental-ease):

Tex(t) = hspsa(t>' (6)
17

Tex (t) = (5)
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Stmitarby—In the inclined casemay-be-expressed—as, gravity effect should also be taken into

account such that:
Tex (t) = hspsa(t) cosa + hspsgsina, (7

where « is the inclination of the boundaryand-therightternmeorresponds—to-shearstressdueto
gravity.

4.1.5 CheieeDefinition of eonstitutive-parameterssample failure

: - i 22 P - We define sample
failure as the first instant when all nodes of the interface, IV, satisfy the Mohr—Coulomb failure

18
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= 0.99999, ®)

—ot
[nodal failyre]= [T/ — 409
(&

ftotal failure]= Ny = N, ©

where N is a quasi-rigid-obj
" | . i

number of failed nodes. This instant

thatitisnetimpertant-for-thefatlure results {see-Seet—2?numb
is denoted ¢,,. We emphasize here that, when the stresses decrease during the loading cycles,
the interface nodes recover their initial elastic behaviour and strength, and that no progressive
accumulation of damage is considered (see Sec. 3.2).

St ] Lstife £ the £
4.2 Search for optimal failure parameters
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Shear-and-normal-stiffress——Systematic numerical simulations were run to find values of

cohesion ¢ and friction angle ¢ that minimize the time difference between instants of failure
redicte e model (¢ Feontrol the resistance-of thejoint-to-vertical-and-herizental
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535

measured in the ex enments (te)—w%efe—mede}mgfeﬁms—sheﬂ}d—faﬂ—m{eﬁs—shewn—m%b}H

of freedom freedom c and t—&&é}—@k e 1nvest1gate the ablllty of the assumed eeﬁsmuﬂve—l-a’vv—te—pfed-lee
fathare-timeweak layer failure threshold to predict correct failure time values. The adjustment
is performed on all tests, involving a variety of experimental conditions (different masses and
W&a)

expefﬂﬂeﬂfal—pfeeedufes—wefe—afmed—&t—pfeduemg—used sam les are ex ected to be charactenzed
Qymsunllar weak layer propemes—whieh—wefe—made—ef—ﬂae—&aﬁae—snew—fype—The—tmdeﬂﬁﬂg
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4.3 Searehfor-optimalfailure-parameters

We-assume-that-. Accordingly, we defined a numerical optimization search procedure based on
the following constrained single-objective cost function, Crem:

2
CFEM \/Z’L 1 |tm'l e’L| (10)

m i o e ftm—te number of simulated tests 7. We
consider a parameter space where cohesion, c, is limited to a range between 0.5 and 2.8 kPa
(?), and the internal friction coefﬁment range is to 0.18-3.73, or 10-75° (e.g. ??); more detailed
d1scu5510n is prov1ded in Sect. ? i

Z?:l |tmi - tei|
n

Crem(c, @) =

In order to reduce computational costs, instead of covering eur-the c—¢ parameter space by

all possible discrete combinations ;-after-the-first-simulations-introduced-the-overall-response
e#th&gg@vm whole ensemble of test%(19 m%e%al—}te%evefrd#—fewﬂ%paﬁ&me&ﬁet-ﬁps

tests, we followed cost function gradlents manually by selectmg a &mal—l—g;@\llgg representa—
tive sample of experiments ;
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580

585

arepresentative-, This reduced “calibration” sample -eensisting-consisted of 5 (or 9) individual
tests (selected-with-varyingselected with different inclinations, masses and sizes to avoid pos-

sible biases). The results obtained with the “calibration” sample in-theirtara—wil-be-verified

by-using-the-same-parametersfor-the-will then be verified on the complete “validation” sample
(as will be explalned in Sect "") }Hs—ﬂﬁpeﬁaﬂ{—te—nefe%sueh—a—vahd-aﬂeiwfeeedme—aﬂews

5 Results

5.1 Mechanical behavior of samples and failure

afgumeﬁ%ef—Seet%—Q—%m%g—fhﬁFﬂae—b}eelﬁs—a—sﬁﬁ—esaﬂﬁeﬁF1gure prov1des examples
of stress inhomogeneitiesfields within the blocks caused by motion and the geometry of the

system. In-thisregard;-two-principal-observations-may-Iwo principal observations can be made
for all types-ofinelinations—(-inclinations, First, as the block changes its direction of movement
and thus experiences high accelerations, we observe the expected emergence of maximum shear
stress (see instant ¢y at Fig. ??). These stresses then decay as the block moves backward and
passes through the central position of its trajectory (¢3). At the opposite side of the oscillation
(t4) shear stresses re-emerge-with-higher-amplitude-and-re-peak with an opposite sign (Fig. 2?).
“b-Second, we see that at the critical points (3 and ¢4), normal stress remains quasi-constant in
the middle of the block, but may-have-shows important variations of opposite signs at the edges.

Meaning-that-due-Due to the inertia of the masstwhich-isfixed-to-the-boundary), one side will
have-an-inerease-of-experience an increase in normal stress, while the other a decrease. With

higher accelerations, these decreasing normal stresses may-progressively turn into tension. As
the block leaves the point ¢, and reaches the opposite critical point (t4), signs of normal pressure
fhipreverse.
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615

Similarly, in the interface the imposed oscillations gave-produce shear stresses with changing
directions and predueed-strong oscillations of normal stress at the edges of the joint (Figs. ??
and ??). Tensile stresses appearing at the edges of-thejointatter-thestart-of-eseillations—clearly
illustrate that tensile strength of the weak layer needs to be taken into account for realistic repre-
sentation of tests (Fig. ??). Figure ?? also shows the differences between the analytical (Egs. 8

and 9) and FEM solutions for shear stresses. Fer-example;for-the-assumed-parameters—thedn
general, the FEM gives larger shear stressest, by about 20 % in the middle of the horizontally

inclined joint), thus clearly indicating the limitations of the analytical approach for samples of
limited length. For the inclined tests (25 and 35°), the differences between the analytically and
FE derived shear stresses in the middle of the interface derived-shearstresses-are slightly smaller
(Fig. ??b and c¢). However edge effects are more srgnlﬁcant for these inclined tests (Figs. 2?
and ?? ¢ ¢

Flgure ?? shows the growth of the number of nodes, Vg, that h&d—have reached fallure crite-
rion w1th time.

' . .. A
V)\(Egcvtvengwasthe block passes the crltlcal p01nt ef—lts—ﬁeajeetery—éwhere—rt—lﬁs—a—mﬂ—step—&ﬁf}
thus-experienees-the-highest-aceelerations)-and-and reverses its direction(Fig—??), the stresses
start dropping so that ne-nodes—remainunderfatture-(Nr—==0the number of failed nodes NN,

rogressively diminishes and is always zero at the central position of the trajectory. The next
peak is then larger than the prev10us one because &t—the—ﬂe*t—eser}kaﬁeﬂ—the—aeee}efa&eﬂs—afe

thefe—rs—ﬁe—eumtﬂaﬂve—aeeumtﬂa&eﬂ—ef—faﬁed—nedes—of the progressive acceleration increase.
Accordingly, we observe progressive enlargement of the failure zonewith—higher—stresses—,

urel dr1ven by the external loadin durrn the successive osc111at10ns (Flg "")—but—ﬂet—eraek
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640

whwha&etwe#rt&nedes—ts—&ble%e&%sta&m The time d1fference between the instant of “total
fallure () and experimental fallure (te) is also indicated at-in Fig. ??. flihe—behawer—ef—thts

vera vart ara i vi ailure time delay ¢, —1
obtained for all tests and for different pairs (¢, ¢) is indicated in Fig. ??. For the considered

range of parameters(see-Sect.—??-and-the figure’s-legend);-, experimental time-to-failure, %, is
reproduced within +2-5aeeuracy—20% for the majority of tests with only a few outlierstarger

than-that—This— The figure shows that -fer-example;-if the modeled joint has a cohesion that is
too high, failure will be delayed compared to t.; on the contrary, if it is too low, failure will occur

earherthaﬂ—the—ebsefved—en&@ig—l‘%—}ﬂ—this—hght M the responses of -lﬂd-l-‘cl-}d-u-a-l—EeStS-

we—mﬂy—se}eet—a—all 1nd1V1dual tests to changes in ¢ and appear s1m11ar thus ust1f in the
choice of a smaller sample for ealibration hestonr-e-an
these parameters.

FigureMore specifically, figure ?? shows cost function, Cpgym, sensitivity to a selection of
a different number of tests and illustrates that sueh—dewnsealing”isreasonable-and-efficient

earlier introduced sub-sampling (Sect. ??) is reasonable for the optimal parameter search. This
is-true-because-for For particular variations in parameters athe sample’s Crgms (Where subscript

5 indicates athe number of tests considered) responds similarly to Crgy computed for the com-

plete population of tests. Laterin-erderto-cheek-Crryrsensitivity-te-number-of-tests-takeninte
aceountresults-obtained-with-the“ealibration’sample{tests—In the following, two validations
samples will be considered, corres 0nd1n to C tests 27, 30 33, 35 41) wefe—veﬂﬁed—wrth

s&mple—wesented—by—the—mﬂﬁmﬂg—tests—éshewn—be}ewand C 1dem w1th also tests 23 26
32.39).

(—®
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670

WM@JQ@M&W ¢ and <b is-are. shown in Flg ?? (and in
Table 3). The figure shows all tested combinations of ¢ and ¢ together with some sensitivity
tests. Adl-exaet—values—are—provided—n-Table-3—The most important featare—outcome of the
parameter optimization (Fig. ??) is athe lack of ene-clearglobal-mintma—tnFig-—27thistendeney

is-expressed-as-an-areaa clear global minimum in C; . Instead we can observe a valley, which
is narrow in cohesion ¢, but wide in ¢, and which has-is characterized by very close values of

CreaCrrys.(this is more clearly seen in the color contours based on a cubic interpolation).
Accordingly, i#is-evidentthatsimulation—results—are-simulation results appear more sensitive

to the cohesmn than to the angle of friction. A—mm

Seet_? ?7 ] g . ] ’.

Following the-finding-that-seme-this findin that simulations with different pairs of ¢ — ¢
resulted in comparable values of cost functionGrry—Table—, a similar study was performed
M3W%Wﬁmﬁ%@ﬁ%ﬁ%ﬁp}e

39. However even w1th add1t10nal tests éng—‘Mab}e%}—a minimum 1wvgbhd1d not become

evident. We feund-three-pairs<could nevertheless identify the three pairs of ¢ — ¢ correspondin
to the lowest computed cost function values: 1.57 kPa — 30°, 1.57 kPa — 35°, 1.6 kPa — 30° ¥

that-may-represent-the-mintmum—(with Cremo = 0.365s, 0.373 s and 0.385 s, respectively);-but
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680
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690

695

(—lé?—%@,—lé#—%é&ﬂd—l—.é—%awere run Wlth these parameters resulting from the optimization
of the calibration sample. Excluding test 25, which presented-behaved as an outlier for the three

simulation-setscases, the “validation” samples produced similarly low Crgym values to those that
were made-obtained with the “calibration” sample (Table 3; Crrys="0-466Ckgpsy = 0.4006,
0.377 and 0.394 s, respectively). For example, for simulations with ¢ = 1.57 kPa and ¢ = 35°,
the time difference between modeled and observed failures correspond, on average, to 5 % of
the total duration of each individual test.

5.3 Sensitivity testsanalysis

In thefellewing-this section we briefly describe the sensitivity tests --which were performed
in order to confirm that none of the results provided above are affected by other parameters of
the model. These tests were performed during different stages of the model development and
testing, therefore here we just summarize the main conclusions.

The ranges of Values used for the-this sens1t1v1ty analy51s are spec1ﬁed in Table 2. The-most

Sensitivity tests with a higher Young’s modulus, E, of the block (Z-er-3-times-higher;inline
with-the-diseussion—abeoutF—variation-due—to-strain-rates—in-Seet—22)-have shown negligible

increase in the magnitude of stresses within the joint (about 1-2 %), and negligible effects on
computed time-to-failure (¢,,). Numerical experiments (s6y; for 9 tests) with the same cohesion,

¢, and angle of internal friction ¢ as in the s6 simulations (Table 3), but with a Young’s modulus
twice as-high—as—in-the-contrel-simulation—or thrice as high produced similar Crgpmo values
(0.383 and 0.380 s compared to 0.373 s ef-the-control-n the s6 simulations; see Fig. ?? with
details also shown in Table 3). Simiarlya-threefoldinerease-of Young'smodulus{(sbyyfor 9
tests)-also-did netproducesignifieantly-different-Crryo(0-380)—
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Our-sensttivity-Sensitivity calculations with respect to Poisson’s ratio, v, in the block showed
that a selection-value of 0.23 instead of 0.04 produces slightly higher normal stresses within the
joint (1.1 % at the largest), and thus may delay timing of total failure but for only one time step
At)y—Theeffect-onnormal stress-echoesconelusions—ef 2—at the most.

An-inerease—of-the—Variations in the numerical viscosity of the block, +7, by two or four
orders of magmtude (from 104 Pasupto 106 or 108 Pas )—h&&a—ﬁeghgﬂale—effeet—eﬂ—faﬁtrre—&me—

. . viseosity-by-tw of m—+oor down to 10% Pas)
ﬁse%&&n&eﬁee&m%ése&sseﬁ%&ﬁhmg@g@g&[g@ﬁggwmnh%w The baseline
value of 10* Pas was found to be optimal for the overall behavior—stability of the model (by

optimat-we-mean—no—atrtifactstikeno artificial high-frequency eseillations—ortag—ef-stresses
behind-displacementsstress oscillations).
Finally, a relatively low sensitivity of failure-properties-of the-medelmodel results to different

combinations of joint stiffness Ky and K, was found. For example, three sensitivity sets-of
stmutations-simulation sets performed for all 19 tests with the same ¢ = 1.6 kPa and ¢ = 45°,
but varied-varying stiffness values (between 10° and 10%® Nm™3), produced very similar resutés

Thus, in short, none of the parameters tested in this sensitivity analysis have effects on the
computed failure time comparable to the impact of the failure criterion parameters c sand-angle
otinternal-friction-and ¢.

6 Discussion
e

6.1 Interpretation of observed behaviour

The main objective of the study was to investigate the applicability of the Mohr—Coulomb fail-
ure criterion, which is one of the most common eriterions-failure criteria in mechanics of granu-
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lar materialtSeet—??)-The-previousseetion(22)-has-shown-, in relatively complex experiments
performed on sandwich snow samples. A first important result is that FEM modeling appeared
necessary to capture the stress inhomogeneities arising within the sample that were disregarded
by previous analytical analyses (?) . Our results also show that even with a simple set of model
assumptions, it eottd-be-was possible to reproduce very-different-correct failure times for very
MWC%% (1 e. with various inclinations, masses and s1zes)ebsefved—dufmg

meﬁrﬂ—&ﬁégemﬂ—eﬁe&%e%ﬁ&eﬁfhe—b&eﬁmwm
stress dependence of the failure criterion is an important ingredient that should be taken into
account. In particular, criteria involving only a cohesion cannot reproduce as well the considered
set of experiments. We also recall that the occurrence of normal stress oscillations n-partiettar
impose a requirement of the interface to have tensile strength, oyiradditien—te-the-cohesions
e. This means that the weak layer is-dependent-on-thefrietion—angle;—and-cannot be described
by a purely cohesive form of the Mohr—Coulomb failure criterion.

To highhght—ljlggrvq;g the meamng of the cost function C’FEM results 1ndlcated in Fig. ??in

%ﬁuﬁ%ﬁ&%@ﬁ%&%ﬁm&%@m@%ﬁ%&%@
failure envelopes are represented in Fig. ??. On-the-Figln this figure. ?? we have used green
shading and red lines M%ﬁmwhich the Crgm is lower than
0.5 s (for both types-of-sample sizes, i.e. with 5 or 9 tests). Strong-constraints—for-It clearly
appears that these optimal simulations provide strong constraints on the value of cohesion are
evident—c, which lies in the range 1.6-1.8 kPa)y-(Fig—22)—The-coheston—values—obtained—.

These cohesion values derived through our inverse simulations fall well within the range of
measurements reported for weak layers composed frem-of precipitation particles or interfaces

?).
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%MM%@WWM@MWW
do not provide strong constraints on the Values of frrctron angle (Frgs ?? and "") The latter

Thus the overall behaV10r of the observed fallures is-in the con51dered ex er1ments appears

mostly controlled by a—alse-ef-cohesion, céFrg—‘l‘L)—Fer—the—s&me—eehes&eﬂ—a—vaﬂa&eﬂ—ef—ﬂee
&ﬂgle—ef—fﬂetreﬂ—éwﬁhm— while friction an la sonly a secondar role in the range 20 to

60° )di
belew). It is probable that the—ebtamed—mmﬁﬂa—lraﬂdseape—rs—thrs behaviour is artl due to
a lrmrted range of sample herghts —mehﬂa&eﬂs&ﬁd—thﬂs—expefmremal—ﬂerﬁral—s&esses—wmh

thus to 1nsufﬁcrent variations of the normal stresses between the different experiments. Slr ht
variability between the tests may further enhance the poor localization of the minimum in ¢-

me&m&g—ef—fheeﬁteﬂeﬂ—}An addrtronal effect ma also contnbute to relatrvel 00r resolution in
rrctron angle provided by our numerical optimization. For a ﬁxed Value of cohesion, c, whieh—rs

e#sheﬁmgé—&wﬁgl&eﬁﬁﬁm#w&ﬁrmmaww¢eeﬁspeﬁdﬁe+h&ﬂep&eﬁme

envelope-and-controls—-on-one-hand;-controls both the value of the tensile strength, oy, and or
the-other-hand-the-the linear “strengthening” of the interface with higher eompressten-normal
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stress (e.g. Fig. 2?). & : ¥ s
45;-Hence, with a higher (resp. lower) friction angle tensile strength of the interface becomes
smaller (resp. higher) than the cohesion, and at the same time, the compressive part of the cri-

terion steepens-has a steeper (res lower 1ncl1nat10n and requlres hlgher resp. lower shear

stress for fallure

ef—theeiwe}epe—meempfeﬁwe—mede—Due to stress 1nhomogene1ty Gdﬁ%&d—by—l—ﬂ@fﬂd—l—ﬂ%hﬂﬂ&eﬁ

and-geometry;the-along the interface the above described dual effects are always superimposed
onto—each—other—in simulations. Thus, for an instance of high ¢, if some edge nodes easily

“failed” in tension at a given oscillation, the rest of nodes will be stronger in compression.

could ex lam the com| arable times of model failure obtalned for some tests computed m
fixed cohesion, but different g@ltievsmoAngS (e g Flg ? —teste—2—3—26%9%9—49)—

N ayze

mtefﬂﬂl—fﬂe&eﬂ—ﬂﬂH—beeeme—aﬂﬁefe—nﬂpeftaﬂt—f&eter—éue—te— In th1s respect, we can expect

the higherfriction angle to la a stronger role for the 1nc11ned tests, in Wthh the tensile com-
ponent of stress 0 ptern -

s s - sts W&Mﬁg
this suggestion %WEMWGM.WJML%M‘%
M@&Mm@ﬂmmchned tests (2—7%8—26, 7 32)—whieh—beeemes—smal-}ef
: .33).
WW&@X&WWMMMM@HM
erange may be considered as the potential-global-minimaoptimal friction
Pfeweﬁs—e*pefnﬂeﬂtal—@w%data on the angle of internal friction TS—OM\ngI\l,Q/\\VAAaAr/g

VEry scarce. rrowe 5 WO V 61O at-oy-Protn
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Nevertheless;—previousty—Previously published values of ¢ vary strongly depending on the
literature source (Fig. 22??a and b). Approximately thirty degrees is commonly used—+(22)—

Butr M‘Whe value may range from 5.7 to 57.7° in experrrnental data GL‘E%—Gfef

line anal sis ???? Thrs wrde range robabl 1ndrcates tha further clarrﬁcatron and distinction
between different %ypes—ef—fﬂeﬁeﬂ—aﬂg}essnow types wrll be necessary. Nevertheless, keeprﬂg—rﬂ

SR ne-Prey G- aris; O G -%‘5 atio O d0OVEEeH % €G0S attof—-oh

fesu}ts—éFrg—‘.B.L),—we—eeu}d—suggest—ﬂaa{—t-he—the Value around 30 35° may—be—\(leg\yve\;dv\f\rgvrg
our analysis appears consistent with these previous experimental data, and we argue that it
represents the most physically realistic value for snow-thatis-similarin-terms-of-its-weak layers
of the type and density used in our experiments.

Finally, we note that while our results stress the importance of accounting for a normal
stress dependence of snow_failure criterion, the tnear—shape—of-linear shape assumed
WMWWWMM
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m&ﬂnef][]Haefehl963 or 1nclud1n a closure in compression remain open issues for future
work.

7 Conclusions

conclusions

This paper presents a FEM study to simulate snow weak layer failure under cyclic accel-
eration loading and to analyze the performance of the Mohr—Coulomb failure criterion. The
model is tested by comparison with previous cold-laboratory results for shaking platform ex-
periments (?). An ensemble of individual experiments is simulated and analyzed for overall sen-
sitivity to the adjustment of the constitutive parameters. Based on more than 500 simulations,
we found that the Hnear-elasticity-ef snowbleeks-and-the-Mohr—Coulomb failure criterion for
the interface—with-zero-thickness—representing—the—weaklayer-are-weak layer is sufficient and
adequate for snewfailure-the analysis of the experiments. Best-fitBest couples of cohesion and
angle-of-internalfrietion{riction angle, c and ¢, were found to be [1.6 kPa, 22.5-60°]. The wide
range of ¢ highlights the fact that the reproduction of experiments is largely controlled by an
absotute-the value of cohesion and has relatively low sensitivity to the-angle-ofinternal-friction
friction angle (within the limit shown above). Basing-Based on values of the cost function for
a limited sample of inclined tests (Fig. ??) and on previous experimental evidencetFig—22), we
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could suggest that ¢ around 30-35° is the most optimal value, which may be further clarified
with follow-up studies. NeverthelessIn addition, the requirements to consider effects of normal
stress on failure, and to include the tensile strength of the interface, were evident, meaning that
a purely cohesive form of the Mohr—Coulomb failure criterion is not applicable. The tensile
strength could be limited to a range between 0.9 and 3.8 kPa (Table 3), which is comparable to
previously reported results {see-Fig—22a)—(?) .

The FE results are-were also compared with the previously used analytical solution (??),
which was found to be inadequate for estimating shear stresses along the failure plane, in
particular, for cases with any-an inclination of the platform. Shear stresses produced during
the inclined tests (25 or 35°) were found to be highly non-homogeneous and thus poorly rep-
resented by the analytical approach. Accordingly, the interpretation of experiments through
the previously used analytical (or “static”’) solution is limited;-due-to-substantial-edge-effects

Finally, we are aware that our model with the weak layer representation employed here is
only one of many possible approaches, which could have been used to fit the data, and that
we confronted the method against only one type of weak layer (composed from precipitation
particles) used in previous experiments. Nevertheless, the reasonable results, described in this
paper, suggest that our approach may be further verified and developed (for instance, for non-
linear shapes of the failure criterion) and may be also applied to other types of loadings and
weak layers. Such work along with computationally expensive comparison against other failure
criteria could constitute follow-up studies.
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Table 1. List of tests referred for validation of the model, after ? and prescribed modeling parameters for
each test.

1ode J UOISSNOSI(T

table
#  Platform Mass Peak Total Estimated  Estimated Mean  Frequency hs— Young’s
incli- of hori- time shear normal den- coeffi- equivalent modulus
nation  frac- zontal  of vi- strength, pressure sity cient, for FE of block
©) tured accel-  bration 7 (kPa) at failure, of the ks 2 model (m) (MPa) as
SNOw, eration  until o (kPa) block, function
me ap (g)  frac- (kgm~3) of density,
(kg) ture after (?)
(s)
17 0 2.06 5.56 18.6 1.97 —0.35 226 0.44 0.15 1.5
20 0 2.25 5.72 142 2.13 —0.37 226 0.57 0.16 1.5
23 0 2.02 4.96 9.6 1.66 —0.33 226 0.74 0.14 1.5
25 0 2.18 6.36 9.8 2.34 —0.37 218 0.82 0.16 1.3
30 0 2.11 5.05 8.0 1.65 —0.32 218 0.86 0.14 1.3
31 0 2.12 5.33 5.7 1.85 —0.35 218 1.14 0.15 1.3
350 2.42 591 5.4 2.37 —0.40 212 1.24 0.18 1.2
42 0 2.29 5.55 4.2 2.15 —0.39 212 1.43 0.18 1.2
43 0 2.40 441 4.3 1.72 —0.39 212 1.26 0.18 1.2
37 0 3.50 3.51 4.7 1.97 —0.56 212 1.06 0.26 1.2
39 0 4.60 2.70 2.8 2.06 —0.76 212 1.28 0.36 1.2
40 0 4.54 2.80 32 2.11 —0.76 212 1.21 0.35 1.2
41 0 4.03 2.63 2.9 1.76 —0.67 212 1.24 0.31 1.2
19 35 1.34 2.23 72 0.52 0.10 226 0.62 0.10 1.5
26 35 2.20 3.52 4.8 1.29 0.45 218 1.04 0.17 1.3
27 35 222 3.62 8.6 1.28 0.46 218 0.68 0.17 1.3
24 25 1.98 2.53 6.8 0.85 0.05 226 0.69 0.15 1.5
32 25 1.92 4.47 8.7 1.13 0.87 218 0.75 0.15 1.3
33 25 2.04 4.26 8.4 1.15 0.90 218 0.76 0.16 1.3
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Table 2. Properties of FEM model (values in square brackets correspond to sensitivity tests).

Object Property Value
Block Length, [ 0.3m
Height, hs 0.10-0.36m
Density, p 212-226kgm™3
Young’s modulus, F 1.2 x 105-1.5 x 108 Pa [x2 or x3]
Poisson’s ratio, v 0.04 [0.23]
Viscosity, 1 10* Pas [102-108 Pas]
Interface  Length, [ 0.3m
Shear stiffness, K 1x 108 Nm~3 [10°-108 Nm—3]
Normal stiffness, K, 1x 108 Nm~3 [10°-108 Nm—3]
Cohesion, ¢ [0.5-2.5kPa, 2.8 kPa]
Angle of friction, ¢ [10-75°]
Boundary Inclination 0°, 25°, 35°

Oscillations (max amplitude)

Horizontal (16.5 mm)
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Table 3. Sample response to adjustment parameters (see also Fig. 2?).

Run code @, ° og, Pa ¢, Pa Crems for 5 tests  Cypao for 9 tests  Crpve  for 6
name (27, 30, 33, 35, (27, 30, 33, 35, validation tests
41) 41,23,26,32,39) (25, 31, 37, 40,

42, 43)/Crgpis for
5 validation tests
(same  without
25)

sl 55 750 1071.1 1.569 - -

52 55 1250 1785.2 0.504 0.570 -

s3 45 1000 1000.0 1.746 - -

sd 45 2000 2000.0 0.875 - -

s5 35 1250 8753 2.154 - -

s6 35 2250 1575.5 0.465 0.373 0.749/0.377

phi 30 2728.8 1575.5 0.463 0.365 0.821/0.406

phil 40 1877.6 1575.5 0.532 0.477 -

phi2 25 3378.6 1575.5 0.519 0.424 -

s6y? 35 2250 1575.5 0.476 0.383 -

s6yy? 35 2250 1575.5 0.476 0.380 -

s7 35 3000 2100.6 1.576 - -

s8 60 500 866.0 2.072 - -

c3&8 45 1600 1600.0 0.506 0.434 -

c4&9 30 1600 923.8 2.131 - -

c5&10 60 1600 27713 1.722 - -

c6&11 30 2771.3 1600.0 0.496 0.385 0.794/0.394

c7&12 60 923.7 1600.0 0.454 0.448 -

s9 15 5879.7 1575.5 0.645 0.559 -

s10 75 422.154 1575.5 1.873 1771 -

sl 225 3803.6 1575.5 0.539 0.443 -

s12 67.5 652.6 1575.5 1.017 0.940 -

s15% 35 2250 1575.5 0.483 0.404 -

s14t 35 2250 1575.5 0.478 0.412 -

s16” 35 2250 1575.5 0.446 0.362 -

phi3 50 1322.0 1575.5 0.499 0.513 -

phi4 60 909.6 1575.5 0.501 0.518 -

phi5 30 2684.7 1550 0.476 0.363 -

phi6 20 34343 1250 1.047 0.976 -

phi7 30 2165.1 1250 1.033 0.949 -

phi8 40 1489.7 1250 1.049 0.946 -

phi9 50 1048.9 1250 1.096 0.992 -

phil0 60 721.7 1250 1.153 1.118 -

phill 20 4945.5 1800 0.909 0.869 -

phil2 30 3117.7 1800 0.738 0.744 -

phil3 40 21452 1800 0.740 0.723 -

phil4 50 1510.4 1800 0.723 0.750 -

phil5 60 1039.2 1800 0.441 0.485 0.416/0.411

phil6 60 1154.7 2000 0.762 0.810 -

phil7 67.5 517.77 1250 1.428 1.384 -

phil8 67.5 745.58 1800 0.808 0.786 -

phil9 67.5 828.43 2000 0.738 0.776 -

phi20 15 4665.1 1250 1.070 0.997 -

phi2l 15 6717.7 1800 0.996 0.964 -

phi22 15 7464.1 2000 1.418 1.399 -

phi23 10 8935.1 1575.5 0.746 0.665 -

phi24 60 1212.8 2100 0.950 0.886 -

phi25 75 482.314 1800 1.565 1.462 -

phi26 75 562.67 2100 1.200 1.150 -

phi27 575 1075.2 1687.8 0.467 0.510 -

1 Sensitivity tests to higher E, x2; 2 Sensitivity tests to higher F, x3; ® Sensitivity tests to higher 7, x 10%; % Sensitivity tests to higher 7, x 10%; >

Sensitivity tests to lower 7, x 10
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Fig. 1. (a) 2-D geometry of the discussed experiments and (b) an example of corresponding geometry in
Finite Element model; (c¢) schematic of the joint element; (d) Mohr—Coulomb failure criterion.
figure
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Fig. 2. Examples of imposed displacements, s(t), its derivatives and analytical estimation of shear stress.
(a) Imposed displacements, s(t) (k,,=0.74s72); (b) velocity, s’ (t); (c) acceleration, s” (t); (d) analytical
shear stress, 7, (for hs = 0.1m, p = 200 kgm™3).

47

| 19deq uorssnosi(q

1odeJ UOISSNOSI(]

1odeq uorssnosy] | Ioded UOISSNOSI(]



Fig. 3. Examples of fitting angular frequency by adjusting k., : (a) k., = 0.33s~2 (in black) and 1.435~?2
(in blue), (b) same zoomed; Markers indicate an example of observed peak acceleration reached at ob-
served failure time.
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Fig. 4. Shear and normal stress concentrations within blocks (inclined to 0, 25 or 35°) at different con-
sequent phases of oscillations (time increases downward; the inset of the figure shows an example of
corresponding instants on the trajectory, i.e. time—displacement plane). (For each inclination left side
corresponds to shear, 7, right side — to normal pressure, 0. Note that color intensity is not normalized in
order to highlight specific concentrations for each case; in 10> Pa).
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Fig. 5. Example of evolution of normal stresses in the middle and at edges of the interface (blue corre-
sponds to the middle of the interface; red — to the tower-left edge; green — to the upperright edge). (a)
horizontal test (Test 23); (b) and (¢) — inclined tests (25 and 35°; Tests 33 and 27).
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Fig. 6. Examples showing shear stress differences between simple analytical and FEM solutions. (a)
horizontal test, 0° (Test 23, h = 0.14m, p = 226 kgm~?); (b) inclined test, 25° (Test 33: h = 0.16m,
p = 218kgm™?); (c) inclined test, 35° (Test 27: h = 0.17m, p = 218 kgm~?). Analytical solutions are
shown in blue; FEM — in red (for the middle of the joint), green (left or upper edge), and black (right or
lower edge).
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Fig. 7. Example of N growth with simulation time (for test 30: ¢ = 1.6 kPa, ¢ = 30°, (t;, —t.) = 0.3s):
i.e. instantaneous number of nodes under failure criterion, N (%, is shown by a blue asterisk, t,,, by a red
circle). Illustrations below indicate which nodes along the length of the interface satisfty failure criterion
(i.e. yes — “1”, no — “0”) at particular instants.
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Fig. 8. Example of delays between observed and modeled failures (¢, —t.) for different tests as a function
of adjustment parameters (¢, c). Blue circles correspond to 30°—1.6 kPa, blue crosses to 30°-0.9 kPa;
black triangles to 30°-2.7 kPa, black diamonds to 60°—1.6 kPa.
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Fig. 9. Comparison between Crgy obtained for (1) whole population of tests with stiffness K and K,, =
108 Nm™3 (Cremio; 19 tests), (2) for a population excluding outliers and computationally expensive
tests (Cremis; 15 tests: i.e. without 17, 19, 20, 24), and (3) for a sample of the population (Crgums; S tests:
only 27, 30, 33, 35, 41).
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Fig. 10. Effects of ¢ and ¢ adjustments on time delay between modeled and experimental failures (Crgm,
or RMSE; shown for a sample of 5 tests by empty circles, for a sample of 9 tests by crosses, and for
Young’s modulus sensitivity tests, s6y and s6yy, by pentagrams). Color contours are based on cubic
interpolation for generalization of results (Crgms).
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Fig. 11. Tllustration of all tested pairs of ¢ and ¢ as parameters of the Mohr—Coulomb failure crite-
rion (blue dashed lines); red eurves-lines (with green shading) indicate the most successful simulations
(i.e. when both Crgy, for the representative sample of 5 or 9 tests, are < 0.5 s). Circles indicate previous
analytically derived experimental results (?).
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Fig. 12. Effect of the angle of friction, ¢, on Crgy for simulations with the same cohesion 1.57 kPa
(shown for a sample of 5 tests by blue empty circles, for a sample of 9 tests by red crosses, for a sample
of 4 inclined tests by black diamonds).
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Fig. 13. (a)Experimental-measurements-, (b) Values of srow-shear(in-blue)and-tensite(inred)-strengths
as—funections-the angle of density-friction obtained from mutiiplestudiesand-for-different srow—types;
eurves-refer-to-()For-details-and-full-bibliographic referencessee(D—(bystudies. ¥ E*peﬂeﬂﬁa-l—ﬁts
for—shearand-tenstlestrengths—axis in a corresponds to tan¢ (839+e%:00990_R2_ 457 it is equal

to c/oy and G%EMLR—&éQ—FeSpeem‘el-ﬁ—das#dﬁMcurveshews—shear—ﬁf
divided by tenston it (0-8251e=0.00180) (o) -
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