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Abstract. Supervised and unsupervised machine learning al-
gorithms are used to perform statistical and logical analysis
of several transport and dispersion model runs which sim-
ulate emissions from a fixed source under different atmo-
spheric conditions.

First, a clustering algorithm is used to automatically group
the results of different transport and dispersion simulations
according to specific cloud characteristics. Then, a symbolic
classification algorithm is employed to find complex non-
linear relationships between the meteorological input condi-
tions and each cluster of clouds. The patterns discovered are
provided in the form of probabilistic measures of contamina-
tion, thus suitable for result interpretation and dissemination.

The learned patterns can be used for quick assessment of
the areas at risk and of the fate of potentially hazardous con-
taminants released in the atmosphere.

1 Introduction

In applications related to air quality monitoring, homeland
security and hazard response, it is necessary to identify in
near real time the areas at risks from potentially harmful at-
mospheric pollutants. Using high-resolution mesoscale me-
teorological models, it is possible to study the transport and
dispersion (T&D) of contaminant particles with a certain ac-
curacy, and to determine the levels of mean concentration
and dosage at the ground.

A complete transport and dispersion simulation consists
of different stages. Large scale meteorological data derived
from ground observations, remote sensing and global scale
model output are processed by mesoscale atmospheric mod-
els to predict local meteorological fields. Such fields, along
with locations and characteristics of the pollutant sources,
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are used by T&D models to estimate concentration fields and
other variables of interest. At a given location, the probabil-
ity of contamination associated to a source can be estimated
running an ensemble of mesoscale meteorological and T&D
simulations spanning the climatological input conditions of
a certain period, e.g., a few months. Although such statistics
represent an immediate assessment of risk associated with a
given source, they only identify a general risk over the entire
time period, failing to specify the areas at risk under specific
meteorological conditions. This type of information may be
important for emergency response operations.

The proposed method requires information on the source
characteristics and an extensive database of concentration
at several sampling points associated with a number of at-
mospheric releases occurred under different meteorological
conditions. The concentration data can be obtained by re-
mote sensing observations, ground-based samplers, or atmo-
spheric transport and dispersion simulations.

The databases of concentration and meteorological condi-
tions are investigated using data mining. In brief, data min-
ing consists in the automated analysis of massive amounts of
data and background information to generate new predictions
through the use of algorithms from different disciplines, such
as machine learning and statistics. Most data mining meth-
ods are domain independent, and can be applied to different
types of problems with little or small modifications.

Two of the most widely used machine learning applica-
tions are clustering and classification algorithms. Clustering
algorithms partition data into groups according to a set of
distance measures, and are anunsupervisedform of learn-
ing. Classification algorithms learn patterns from data which
are already partitioned into groups, and are asupervisedform
of learning. Clustering, classification and association of data
can be accomplished using various methods such as artificial
neural networks, decision trees and decision rules classifiers,
support vector machines, genetic algorithms, naive Bayesian
classifiers,K-means clustering, and many others (Langley,
1996; Mitchell, 1997; Bishop, 2006).
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Several examples of applications of machine learning al-
gorithms in the atmospheric sciences can be found inGard-
ner and Dorling(1998). Marzban(1995, 1997, 1998) and
Hsieh(2003) have used artificial neural networks to improve
model forecasts of tornadoes, wind predictions, precipitation
and rare events.Montero et al.(2005) have used genetic al-
gorithms to improve local parameters for wind models. Arti-
ficial neural networks are machine learning classifiers which
map a set of input attributes into a boolean or multivalued
output attribute class. After being trained with several ex-
amples, the network is fed an unknown event, and returns
a value indicating to which class the event belongs to. Ar-
tificial neural networks are usually suited for large nonlin-
ear problems, because they are able to learn very complex
boundaries. However, they provide no information on why
events have been classified in a particular way (Mitchell,
1997). Genetic algorithms usually evolve a population of
candidate solutions by mutating or crossovering attributes in
a pseudo-random fashion, performing the optimization ac-
cording to a distance measure. Unlike neural networks, the
results are in the form of vectors of attribute-value pairs,
which can be inspected analytically for correctness. They
are simple, domain independent, and have been successfully
applied to a broad range of problems (Goldberg, 1985). On
the other hand, they are slow and prone to converge to local
solutions.

In this study, we will use theK-means algorithm (Mac-
Queen, 1967; Hartigan and Wong, 1979; Lloyd, 1982) to
group together contaminant clouds which display common
features in their ground concentration fields. Specifically, the
algorithm divides all simulated clouds into groups accord-
ing to attributes such as maximum distance from the source,
plume spread, main plume direction, and straightness of the
centerline. Then, a classification procedure is implemented
where a symbolic divide and conquer machine learning algo-
rithm (Mitchell, 1997) is used to discover patterns within the
meteorological input parameters. Each pattern is associated
with one or more groups of clouds. When a new set of mete-
orological conditions is considered, it is expected to display
one of the patterns already identified, and can thus be imme-
diately associated with the corresponding risk map, without
requiring a new dispersion simulation.

The paper is organized as follows. Section2 includes a de-
scription of the statistical properties of the releases that are
relevant to this study, and details of the technique used to
estimate the statistics. In Sect.3, we describe the machine
learning method and how it is applied in the context of an at-
mospheric dispersion problem. Section4 contains an appli-
cation of the methodology to a simple case study, consisting
of a one year of weekly releases from a fixed point simulated
by a mesoscale meteorological model coupled with a trans-
port and dispersion model. A brief analysis of the results is
also included, along with a discussion of the symbolic ma-
chine learning approach adopted here.

2 Statistical properties of the clouds

We consider releases with a duration much longer than the
atmospheric turbulence time scale. Because of the local and
regional large-scale atmospheric motions, the wind direction
could change significantly, causing overlapping between dif-
ferent areas of the same cloud. Therefore, the statistical
characteristics of the contaminant clouds cannot be estimated
statically by simple geometric relationships, namely from the
one-time probability distribution of particles in space, but
need to take into account the time history of the particles.
Meaningful properties are defined by cloud statistics condi-
tional on the age of the particles. This approach also allows
the inclusion of chemistry in case of reactive particles, and
can account for depletion phenomena such as dry and wet
deposition. In this study we focus on the concentration statis-
tics at the ground, and therefore we will consider only surface
concentration distributions. A box-counting technique was
used to calculate the cloud statistics at equally spaced times.
An equal number of bins was used to discretize the age of all
particles of each cloud. The fixed number of bins ensures a
statistically significant sample of particles in each bin, while
still providing a good spatial detail of the cloud. Specifically,
the total number of particles was divided into nine sets, ac-
cording to their age. For each set, a box was computed to
contain all the particles. Because the plume spread is neither
stationary nor homogeneous in space, the boxes frequently
overlap. The statistics of each box are calculated based only
on the particles associated to that box.

2.1 Plume Centerline

In order to characterize the emissions, the first quantity that
needs to be determined is the location of the centerline of
the plume which, in general, will not be a straight line. The
centerline location of the cloud has been estimated as:

〈x, t |τp〉 =

∫ ∫
xp(x, t |τp)dx (1)

wherex=(lon, lat) is the two-dimensional vector defining the
position of a particle, andp(x, t |τp) is a probability density
function representing the probability that a particle be located
at x at time t , given that the time elapsed since its release
(i.e. its age) isτp.

The centerline location was calculated in each box as the
center of mass of the particles in the box. Figure1 shows an
example of the box-counting method applied to a plume. All
the particles generated by the simulation are shown in gray.
The nine boxes created are color coded, and their center of
mass is shown with a matching color solid circle. The cen-
terline is approximated as the series of adjoining segments
connecting these points, plus the origin of the plume.
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Fig. 1. Example of center line calculation using the box counting
technique. The particles, shown as gray circles, are grouped into 9
sets according to their age. Each box encompasses the particles of
the set, and the matching color solid circle is the center of mass for
the box.

segments connecting these points, plus the origin of the
plume.

2.2 Plume Spread

The second quantity used to characterize a plume is its
spread, which was also estimated conditional on the age of
the particles:

σ2

x
= 〈x2, t|τp〉 − 〈x, t|τp〉2

=

∫ ∫

(x− 〈x, t|τp〉)2p(x, t|τp)dx (2)

Equation (2) was estimated at the same center point locations
as Equation (1). The local direction of the plume at each
sampling location was assumed parallel to the direction
defined by the straight line through the previous and the
following center points (see figure2), rather than the
exact tangent through the sampling center point. This
approximation carries a negligible error, and avoids the
additional calculation of the centerline at neighboring points
necessary to define the exact tangent. The variance at
each center point is based on the squared distance of all
particles in the associated box to this derived line, according
to Equation (2). This method was chosen over orthogonal
statistical regression to preserve information about the local
direction of the plume. Orthogonal regression finds the line
which minimizes the sum squared distance of the particles.
However, a regression does not ensure that the best fit line
corresponds to the local direction of the plume. For example,
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Fig. 2. Illustration of the definition of local direction of the plume.
The local direction of the plume at a center point is defined asthe
direction of the straight line through the previous and the following
center points

in case of very large variance, the best fit line is likely to be
orthogonal to the direction of the plume, rather than parallel
to it.

2.3 Calculation of Concentrations and Risk Assessment

The risk associated to an area is represented by the
concentration at the ground, and is assessed by computing
the cumulative concentrations at each center points from
all cases considered, namely the sum of all concentrations
generated by all emissions. This is in fact no longer a
concentration calculation, but an estimate of the probability
of observing a given concentration at a given point. A
probability surface is then constructed by using a Kriging
interpolation (Hastie and Tibshirani, 1986) of the computed
cumulative concentrations. Kriging interpolation was found
to give realistic results, but different methods might be
employed for other problems.

The concentrations are scaled byQ/(
√

2πu), where
u is the mean wind speed at the source andQ is the
source strength. This scaling is performed in order to
obtain general results independent of wind conditions and
source characteristics. We considered horizontal dispersion
from a ground-level release and no chemical reactions.
The concentrations are calculated assuming a Gaussian
distribution of particles at the center points defined in
Equation (1) with the variance calculated in Equation (2).
While there are no rigorous theoretical demonstrations of
the Gaussian nature of the particle probability distribution in
the cross-wind direction, this assumption is well established

Fig. 1. Example of center line calculation using the box counting
technique. The particles, shown as gray circles, are grouped into 9
sets according to their age. Each box encompasses the particles of
the set, and the matching color solid circle is the center of mass for
the box.

2.2 Plume spread

The second quantity used to characterize a plume is its
spread, which was also estimated conditional on the age of
the particles:

σ 2
x = 〈x

2, t |τp〉 − 〈x, t |τp〉
2

=

∫ ∫
(x − 〈x, t |τp〉)

2p(x, t |τp)dx (2)

Equation (2) was estimated at the same center point locations
as Eq. (1). The local direction of the plume at each sampling
location was assumed parallel to the direction defined by the
straight line through the previous and the following center
points (see Fig.2), rather than the exact tangent through the
sampling center point. This approximation carries a negligi-
ble error, and avoids the additional calculation of the cen-
terline at neighboring points necessary to define the exact
tangent. The variance at each center point is based on the
squared distance of all particles in the associated box to this
derived line, according to Eq. (2). This method was chosen
over orthogonal statistical regression to preserve information
about the local direction of the plume. Orthogonal regression
finds the line which minimizes the sum squared distance of
the particles. However, a regression does not ensure that the
best fit line corresponds to the local direction of the plume.
For example, in case of very large variance, the best fit line
is likely to be orthogonal to the direction of the plume, rather
than parallel to it.
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Fig. 1. Example of center line calculation using the box counting
technique. The particles, shown as gray circles, are grouped into 9
sets according to their age. Each box encompasses the particles of
the set, and the matching color solid circle is the center of mass for
the box.
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plume.
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The second quantity used to characterize a plume is its
spread, which was also estimated conditional on the age of
the particles:
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∫ ∫
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Equation (2) was estimated at the same center point locations
as Equation (1). The local direction of the plume at each
sampling location was assumed parallel to the direction
defined by the straight line through the previous and the
following center points (see figure2), rather than the
exact tangent through the sampling center point. This
approximation carries a negligible error, and avoids the
additional calculation of the centerline at neighboring points
necessary to define the exact tangent. The variance at
each center point is based on the squared distance of all
particles in the associated box to this derived line, according
to Equation (2). This method was chosen over orthogonal
statistical regression to preserve information about the local
direction of the plume. Orthogonal regression finds the line
which minimizes the sum squared distance of the particles.
However, a regression does not ensure that the best fit line
corresponds to the local direction of the plume. For example,
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in case of very large variance, the best fit line is likely to be
orthogonal to the direction of the plume, rather than parallel
to it.

2.3 Calculation of Concentrations and Risk Assessment

The risk associated to an area is represented by the
concentration at the ground, and is assessed by computing
the cumulative concentrations at each center points from
all cases considered, namely the sum of all concentrations
generated by all emissions. This is in fact no longer a
concentration calculation, but an estimate of the probability
of observing a given concentration at a given point. A
probability surface is then constructed by using a Kriging
interpolation (Hastie and Tibshirani, 1986) of the computed
cumulative concentrations. Kriging interpolation was found
to give realistic results, but different methods might be
employed for other problems.

The concentrations are scaled byQ/(
√

2πu), where
u is the mean wind speed at the source andQ is the
source strength. This scaling is performed in order to
obtain general results independent of wind conditions and
source characteristics. We considered horizontal dispersion
from a ground-level release and no chemical reactions.
The concentrations are calculated assuming a Gaussian
distribution of particles at the center points defined in
Equation (1) with the variance calculated in Equation (2).
While there are no rigorous theoretical demonstrations of
the Gaussian nature of the particle probability distribution in
the cross-wind direction, this assumption is well established

Fig. 2. Illustration of the definition of local direction of the plume.
The local direction of the plume at a center point is defined as the
direction of the straight line through the previous and the following
center points.

2.3 Calculation of concentrations and risk assessment

The risk associated to an area is represented by the concen-
tration at the ground, and is assessed by computing the cu-
mulative concentrations at each center points from all cases
considered, namely the sum of all concentrations generated
by all emissions. This is in fact no longer a concentration
calculation, but an estimate of the probability of observing a
given concentration at a given point. A probability surface
is then constructed by using a Kriging interpolation (Hastie
and Tibshirani, 1986) of the computed cumulative concen-
trations. Kriging interpolation was found to give realistic
results, but different methods might be employed for other
problems.

The concentrations are scaled byQ/(
√

2πu), whereu

is the mean wind speed at the source andQ is the source
strength. This scaling is performed in order to obtain general
results independent of wind conditions and source character-
istics. We considered horizontal dispersion from a ground-
level release and no chemical reactions. The concentrations
are calculated assuming a Gaussian distribution of particles
at the center points defined in Eq. (1) with the variance cal-
culated in Eq. (2). While there are no rigorous theoret-
ical demonstrations of the Gaussian nature of the particle
probability distribution in the cross-wind direction, this as-
sumption is well established and has been tested with sev-
eral datasets over many decades (Arya, 1999, p. 147). Tay-
lor (1921) finds a Gaussian distribution as a consequence of
his statistical theory and random-walk model of diffusion in

www.nat-hazards-earth-syst-sci.net/8/991/2008/ Nat. Hazards Earth Syst. Sci., 8, 991–1000, 2008



994 G. Cervone et al.: Risk assessment of atmospheric emissions using machine learning
4 G. Cervone et al. Risk Assessment of Atmospheric EmissionsUsing Machine Learning

and has been tested with several datasets over many decades
(Arya, 1999, p. 147). Taylor (1921) finds a Gaussian
distribution as a consequence of his statistical theory and
random-walk model of diffusion in homogeneous turbulence.
Roberts(1923) obtained the solutions to the mean advection-
diffusion equation with constant eddy diffusivity coefficients
in the form of Gaussian functions, andSutton (1932)
obtained a Gaussian function as a solution of the Fickian
equation with an ‘effective eddy’ varying with the distance
traveled by the cloud. However, the main reason for the
popularity of the Gaussian assumption lies in its simplicity
and robustness (Hanna, 1982), and in the realization that
in practical applications the effect of the shape of the
distribution is certainly negligible compared to all other
sources of uncertainty such as the turbulent kinetic energy
mean dissipation rate, and the expansion rate of the diffusion
coefficients, which strongly depends on the fluctuating
velocity statistics (Pasquill, 1962, p. 192). An ensemble
of N simulated releases is considered. The total number
of particles representing each emission is divided intoM
sets. The sampling points are chosen corresponding to the
center of mass of each box. The normalized cumulative
concentrationck,m at the center pointm of a given cloud
k is computed as the sum of the concentration of the cloud
k at m plus the contributions of all the other clouds. The
contributions of the other points of the plumek is excluded
from the calculations:

ck,m =
1

σk,m

+

M
∑

j=1

N
∑

i=1

i6=k

1

σi,j

exp

(

−
d2

mj

2σ2

i,j

)

(3)

whereσi,j represents the standard deviation of the plumei at
the pointj, anddmj is the distance between the pointm and
the pointj.

3 Machine Learning Based Method

Machine learning is used to cluster the clouds in a
predefined number of groups, and to find patterns of the
input parameters used for the simulation of each group.
Figure 3 shows a flowchart for the methodology used in
this study. The input parameters, indicated with the top
left rectangle, include the meteorological data used by the
mesoscale model as well as the control parameters used
by the T&D model. The output parameters, indicated
with the shaded rounded rectangles, are: a) the clusters in
which the contaminant clouds have been partitioned, b) their
statistical risk maps, and c) the rules which associate each
cluster of clouds with patterns of meteorological conditions.
The operations, indicated with plain rectangles, include
running the meteorological and T&D simulations, extracting
statistical properties from the contaminant clouds, and the
machine learning operations of clustering and classification.
The modeling system used for the coupled meteorological

InputParameters
MesoscaleMet+T&D

Model

Characteristic
Parameters

ClusteringClassification

ContaminantClouds

Rules RiskMaps

Fig. 3. Flowchart illustrating the proposed method. The
input parameters are the set of meteorological observations,
remote sensing measurements, and the output of a global scale
numerical weather prediction model used to initialize the mesoscale
meteorological model, and the parameters for the T&D model.The
outputs, shown in gray, are the contaminant clouds, the riskmaps
and the rules.

and T&D simulations, which will generate the data for the
machine learning algorithm, is described in section4

3.1 Conceptual Representation of the clouds

The machine learning algorithms cluster the clouds based
on a number of meaningful attributes. For the current
case study, four attributes were considered:main direction,
length, straightness, and spread exponent.

Themain directionrepresents the average direction of the
centerline. It is defined as the angle formed by the best fit line
obtained by a linear regression of the centerline, with respect
to a reference direction. The meaningfulness of the direction
depends on the shape of the cloud. In cases where the plume
is very convoluted, with important changes of direction, the
main direction is not representative.

The lengthis defined as the total streamwise extent of the
plume centerline. It is a measure of the distance traveled by
a cloud within the total time considered.

The straightnessis defined as the distance between the
source and the last point of the centerline divided by the
length of the centerline. Straightness equal to 1 defines
a perfectly straight plume, whereas smaller values indicate
larger departures from a straight line.

The spread of each plume can be approximated by a power
law of time. The exponent of this power law will be referred
to as spread exponent, and is a simple characterization
of the rate of expansion of the plume, as dictated by the
local atmospheric conditions. The spread exponent was
determined by a least square method.

3.2 K-means clustering

The clouds are clustered using the K-means algorithm
(MacQueen, 1967; Hartigan and Wong, 1979; Lloyd, 1982),
which groups the data according to a distance function, using
the above attributes. In order to generateK clusters, the

Fig. 3. Flowchart illustrating the proposed method. The input pa-
rameters are the set of meteorological observations, remote sensing
measurements, and the output of a global scale numerical weather
prediction model used to initialize the mesoscale meteorological
model, and the parameters for the T&D model. The outputs, shown
in gray, are the contaminant clouds, the risk maps and the rules.

homogeneous turbulence.Roberts(1923) obtained the so-
lutions to the mean advection-diffusion equation with con-
stant eddy diffusivity coefficients in the form of Gaussian
functions, andSutton(1932) obtained a Gaussian function
as a solution of the Fickian equation with an “effective eddy”
varying with the distance traveled by the cloud. However, the
main reason for the popularity of the Gaussian assumption
lies in its simplicity and robustness (Hanna, 1982), and in
the realization that in practical applications the effect of the
shape of the distribution is certainly negligible compared to
all other sources of uncertainty such as the turbulent kinetic
energy mean dissipation rate, and the expansion rate of the
diffusion coefficients, which strongly depends on the fluctu-
ating velocity statistics (Pasquill, 1962, p. 192). An ensemble
of N simulated releases is considered. The total number of
particles representing each emission is divided intoM sets.
The sampling points are chosen corresponding to the center
of mass of each box. The normalized cumulative concentra-
tion ck,m at the center pointm of a given cloudk is computed
as the sum of the concentration of the cloudk at m plus the
contributions of all the other clouds. The contributions of the
other points of the plumek is excluded from the calculations:

ck,m =
1

σk,m

+

M∑
j=1

N∑
i=1
i 6=k

1

σi,j

exp

(
−

d2
mj

2σ 2
i,j

)
(3)

whereσi,j represents the standard deviation of the plumei at
the pointj , anddmj is the distance between the pointm and
the pointj .

3 Machine learning based method

Machine learning is used to cluster the clouds in a predefined
number of groups, and to find patterns of the input parame-
ters used for the simulation of each group. Figure3 shows

a flowchart for the methodology used in this study. The in-
put parameters, indicated with the top left rectangle, include
the meteorological data used by the mesoscale model as well
as the control parameters used by the T&D model. The out-
put parameters, indicated with the shaded rounded rectan-
gles, are: a) the clusters in which the contaminant clouds
have been partitioned, b) their statistical risk maps, and c)
the rules which associate each cluster of clouds with pat-
terns of meteorological conditions. The operations, indicated
with plain rectangles, include running the meteorological and
T&D simulations, extracting statistical properties from the
contaminant clouds, and the machine learning operations of
clustering and classification. The modeling system used for
the coupled meteorological and T&D simulations, which will
generate the data for the machine learning algorithm, is de-
scribed in Sect.4

3.1 Conceptual representation of the clouds

The machine learning algorithms cluster the clouds based
on a number of meaningful attributes. For the current
case study, four attributes were considered:main direction,
length, straightness, and spread exponent.

Themain directionrepresents the average direction of the
centerline. It is defined as the angle formed by the best fit line
obtained by a linear regression of the centerline, with respect
to a reference direction. The meaningfulness of the direction
depends on the shape of the cloud. In cases where the plume
is very convoluted, with important changes of direction, the
main direction is not representative.

The lengthis defined as the total streamwise extent of the
plume centerline. It is a measure of the distance traveled by
a cloud within the total time considered.

The straightnessis defined as the distance between the
source and the last point of the centerline divided by the
length of the centerline. Straightness equal to 1 defines a per-
fectly straight plume, whereas smaller values indicate larger
departures from a straight line.

The spread of each plume can be approximated by a power
law of time. The exponent of this power law will be referred
to asspread exponent, and is a simple characterization of the
rate of expansion of the plume, as dictated by the local atmo-
spheric conditions. The spread exponent was determined by
a least square method.

3.2 K-means clustering

The clouds are clustered using theK-means algorithm (Mac-
Queen, 1967; Hartigan and Wong, 1979; Lloyd, 1982), which
groups the data according to a distance function, using the
above attributes. In order to generateK clusters, the algo-
rithm selectsK initial centroids, one for each cluster, ei-
ther at random or using heuristics. Note that different cen-
troids might lead to different clusters. Usually theK-means
cluster algorithm is run multiple times with different initial
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centroids, and the best result is chosen according to quan-
titative metrics, if available, or subjectively. The algorithm
performs the following steps:

1. SelectK clouds which are used as initial cluster cen-
troids.

2. Compute the distance between each cloud and the se-
lected centroids in terms of the four attributes. Each
cloud is associated with the closest centroid, and as-
signed to the corresponding cluster.

3. Recalculate all the centroids by selecting the clouds
closest to the center of mass of each cluster.

4. Repeat from step 2 until the centroids remain constant.

The total squared distance between each cloud in the clus-
ter and the cluster’s centroid is given by

D(r, γ ) =

L∑
i=1

K∑
j=1

||ri − γj ||
2 (4)

whereL is the number of attributes (in our case,L=4), ri is a
plume attribute andγj is a cluster centroid. Other metrics can
be used, such as the maximum distance between the elements
in the cluster, or the average distance between the clouds and
the centroids over all clusters.

3.3 Symbolic machine learning classification

In the current problem, a classification algorithm is used to
find common patterns (or rules) in the National Centers for
Environmental Prediction (NCEP) meteorological data, that
can be associated to each cluster. The input data consists of a
matrix, where the rows are the simulations, and the columns
are the NCEP input fields (e.g., sea surface temperature, air
temperature, pressure, etc.) averaged over an area of approxi-
mately 200×200 km around the source (corresponding to the
NCEP grid resolution), plus an attribute indicating the clus-
ter associated with each simulation. It is possible to consider
meteorological data over larger areas, or different time av-
erages of the data. However, the meteorological conditions
at the source strongly determine the short and medium range
dispersion, and can represent reasonably well the regional
meteorology.

Symbolic machine learning methods are a type of super-
vised learning, where the answer can be directly inspected
and hence accepted or rejected. The algorithm used in this
study is an optimized version for atmospheric studies of
the AQ20 algorithm, developed byCervone et al.(2001).
AQ-type learning describes a general methodology based on
beam search dating back to the mid 1970s, first developed
to solve the general covering problem, and later expanded
and refined to learn rules for machine learning classification.
Several formulations of the AQ methodology exist and have
been implemented in a number of programs which iteratively

improved the original formulation to cope with real world re-
quirements, such as noisy data, large datasets, and approxi-
mations to tradeoff completeness with speed. More details
can be found inShapiro(1987, pp. 185–194) andMitchell
(1997).

As an alternative to AQ-type learning, neural networks and
decision tree learning methods were also considered for this
study. Neural networks were not chosen because they re-
quire long training sets, which were not available, and be-
cause they do not produce understandable learned knowledge
(neural networks use an internal representation comprised of
links and weights which cannot be directly inspected and
validated). Decision tree learning, such as C4.5 (Quinlan,
1993), have the ability to learn from limited examples, and to
generate knowledge which can be translated into rules. How-
ever, decision tree learners use a far simpler representation
language which is particularly suited for very large datasets
and noisy data, neither of which apply to the current problem.

The learning process starts by dividing the clouds in two
groups, called positives and negatives. The positive group
comprises all the clouds in the cluster for which rules are
being learned, while the negative group comprises the re-
maining clouds for all other clusters. The algorithm learns
from example and counter-example patterns of attributes that
characterize the positive group, but that do not hold for the
negative group. The patterns are represented by rules. A rule
consists of two parts, a consequent and a premise, and is usu-
ally indicated by the following notation:

Consequent←− Premise (5)

whereConsequentandPremiseare conjunctions ofCondi-
tions. A Condition is simply a relation between an attribute
and a set of values it can take. For example,[X1=1..5]
means thatX1 can take any value in the interval 1 to 5. Typ-
ically the consequent consists of a single condition, whereas
the premise consists of a conjunction of several conditions.
Equation (6) shows a sample rule relating a cluster of clouds
to the input parameters used in the atmospheric model. Such
rules aim at identifying the most common combination of in-
put parameters within a specific cluster of clouds, that is also
different from the combinations corresponding to other clus-
ters. The annotationsp andn indicate the number of positive
and negative clouds covered by this rule, i.e. clouds in the
current cluster, and clouds in all the other clusters, respec-
tively.

[Cluster= 1] ←−[WindDir = N..E] (6)

[WindSpeed> 10 m/s]

[Temp> 22◦C] : p = 11, n = 3

This type of rules are usually calledattributional to be dis-
tinguished from more traditional rules which use a simpler
representation language. The main difference with tradi-
tional rules is that referee (attribute), relation and reference
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may include internal disjunctions of attribute values, ranges
of values, internal conjunctions of attributes, and other con-
structs. Such a rich representation language means that very
complex concepts can be represented using a compact de-
scription. However, attributional rules have the disadvantage
to be more prone to overfitting with noisy data.

Usually, multiple rules are learned for each cluster, and are
called aruleset. A ruleset is a disjunction of rules, meaning
that even if only one rule is satisfied, then the consequent is
true. Multiple rules can be satisfied at one time because the
learned rules could be intersecting each other. Equation (7)
shows a sample ruleset:

[Cluster= 1] ←−[WindDir = N..E] (7)

[WindSpeed> 10 m/s]

[Temp> 22◦C] : p = 11, n = 3

←−[WindDir = E]

[Date = July] : p = 5, n = 0

←−[Pressure> 1010]

[Date = Sep] : p = 1, n = 0

Of course, each rule has a different statistical value. For
example, assuming there were 13 clouds in cluster 1, the
first rule in Eq. (7) covers most clouds in the cluster (i.e. 11
clouds), but also 3 clouds in other clusters. The second rule
covers less than 50% of the clouds and the third covers only
1, but both without covering any clouds in other clusters.
Therefore there is a trade-off between completeness, namely
the number of clouds covered out of all the clouds in the
cluster, and consistency, namely the coverage of clouds from
other clusters. The ideal case is a rule covering all clouds in
a given cluster, and no clouds in any other cluster.

AQ-type learning presents many important characteristics
for this type of problems. First of all, it generates attribu-
tional rules that involve conditions that may include inter-
nal disjunctions of attribute values, ranges of values, inter-
nal conjunctions of attributes, and other constructs. Such
conditions make the representational language very expres-
sive, potentially learning rules that better describe the com-
plex interactions between the meteorological attributes and
the clusters of simulations. Another characteristics of AQ-
type learning is that given a set of examples, it can gener-
ate multiple rulesests depending on the program parameters.
The rulesets may be highly general (which may be desirable
to identify general areas of potential risks), or highly specific
(which may be more desirable to identify high risk facilities),
or have an intermediate degree of generality.

4 Case study: the Istanbul channel

The transport and dispersion simulations were performed us-
ing the mesoscale atmospheric Operational Multiscale En-
vironment model with Grid Adaptivity (OMEGA) (Boybeyi

et al., 2001). OMEGA is a multi-scale, non-hydrostatic
atmospheric model with an adaptive grid. The terrain-
following grid is based on unstructured triangular prisms
in a rotating Cartesian coordinate system. The model uses
a finite-volume flux-based numerical advection scheme de-
rived from Smolarkiewicz(1984). Turbulence parametriza-
tion is accomplished by the 2.5 level closure model ofMellor
and Yamada(1974). For the surface layer,Beljaars and Holt-
slag(1991) formulations are used. The model contains sur-
face layer physics with multiple soil layers and 12 soil types.
The land surface module is based on the scheme proposed
by Noilhan and Planton(1998). OMEGA can use global
datasets for soil type and moisture, land use/land cover, veg-
etation index, land/water mask, terrain height, sea surface
temperature, and subsurface temperature. The microphysics
package is derived fromLin et al. (1983), and falls under
the category of bulk-water microphysics in which the pro-
duction rates are functions of the total mass density of each
water species which are vapor, cloud droplets, ice crystals,
rain and snow fields. Radiation parametrization is similar to
the formulation ofMahrer and Pielke(1977). The radiative
source and/or sink terms in the conservation of energy equa-
tion is calculated from the temperature change resulting from
longwave and shortwave radiative divergence flux in the ver-
tical direction. The method of parametrizing this vertical flux
takes into account the absorption of shortwave radiation by
water vapor and the longwave energy emitted by water vapor
and carbon dioxide.

The release point was located at the entrance of the Istan-
bul channel, Turkey. The simulation domain is located be-
tween 52◦N–12.05◦ E and 30◦N–44◦ E. OMEGA was set up
with 35 vertical layers, and three nested domains. The coarse
grid has 60 km horizontal resolution while the inner domain,
focused on the Marmara Region, was discretized with 2 km
horizontal resolution. Initial and boundary conditions were
provided by the NCEP global meteorological datasets with
a resolution of 2.5◦ latitude× 2.5◦ longitude and 17 ver-
tical levels. This database is generated taking into consid-
eration measurements at various worldwide stations and re-
trieved from satellites.

The dispersion simulations were generated by the La-
grangian particle atmospheric dispersion model (ADM) em-
bedded in OMEGA. The ADM simulates the dispersion of
pollutants in the atmosphere by a large number of tracer par-
ticles moving at each time step. It is composed of an algo-
rithm that advects tracers using the OMEGA-resolved wind
field plus a diffusion model that simulates the effect of the
unresolved subgrid-scale turbulence. The subsequent posi-
tions(x, y, z) of each particle representing a discrete element
of pollutant mass are computed as:

x(t +1t) = x(t)+ [u(t)+ u′(t)]1t, (8)

y(t +1t) = y(t)+ [v(t)+ v′(t)]1t, (9)

z(t +1t) = z(t)+ [w(t)+ z′(t)]1t, (10)
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Fig. 4. Vertical temperature readings from meteorological balloons
deployed near the simulated source for year 2004. The top graph
shows the temperature profile for 00:00 UTC, and the bottom graph
for 12:00 UTC.

whereu, v, andw are the OMEGA-predicted mean wind
components, andu′, v′, and w′ are the corresponding
subgrid-scale turbulent velocity fluctuations in each of the
three directions. The subgrid-scale turbulent velocity fluc-
tuations are derived from a first-order Markov chain scheme
(Boybeyi et al., 2001).

The simulations were performed weekly for year 2004,
and include 53 runs. Transport and dispersion were simu-
lated for 6 h after the start of each release. The number of
simulations and their temporal frequency were determined
after an analysis of the local climatic conditions. Figure4
shows the vertical temperature profile as a function of time
for year 2004, at 00:00 UTC (top) and 12:00 UTC (bottom).
The data was collected by the Turkish State Meteorological
Service using meteorological balloons which measured tem-
perature, humidity, wind speed and direction at several verti-
cal levels. The balloons were released from the Goztepe sta-
tion, located at 40◦58′ N–29◦05′ E. As Fig.4 shows, the 53
simulations, performed at regular intervals, sample the range
of potential conditions. In other words, taking into account
the observed temperature variability, weekly simulations are

Fig. 5. Map of the area with overlay of the 53 simulations per-
formed. The source of the emissions is located at the entrance of
the Istanbul channel (Black sea side).

expected to be reasonably representative of the conditions of
the region.

4.1 Results

Figure 5 shows the area of the case study and an overlay of
the 53 simulations performed. The red solid circles are the
particles representing the contaminant. The black lines are
the centerlines of each plume, and are computed using the
method discussed in Sect.2.1. Colors indicate the terrain
height and sea depth. Higher elevation is shown in bright
yellow, lower sea depth in dark blue.

The clouds from all 53 simulations were classified into 6
clusters. Each cluster is then associated with the probability
distribution of contamination of the area, i.e. the risk. Risk
maps for the 6 clusters were computed using the method de-
scribed in Sect.2.3, based on the analysis of ground con-
centrations for all clouds in the cluster. Figure7 shows the
centerlines for each release and the risk probability computed
for each cluster. Note that because the characteristics of the
source are constant, the difference in spread and length be-
tween clouds is only due to different meteorological condi-
tions.

Figure6 shows the dominant wind directions for year 2004
retrieved using the Goztepe station meteorological balloons.
In the first 100 m of the atmosphere, the dominant wind di-
rections are from NE and SW (Fig.6a). A similar behavior
is also observed from 100 m to 1 km (Fig.6b). From 1 to
3 km, a stronger westerly component is observed (Fig.6c).
Finally, from 3 to 10 km, the dominant wind direction comes
from the West, illustrating the synoptic conditions of the area
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to 10 kilometers, the dominant wind direction comes from
the West, illustrating the synoptic conditions of the area
(figure 6d). Consistently with the wind direction statistics,
the plumes are expected to have a prevailing NE or SW
direction. However, the direction of the plume is not the
only fundamental parameter in the characterization of the
cloud. Conditions such as atmospheric stability, humidity,
temperature gradients, and others, play an important role in
determining the dispersion of the contaminants.

Table 1 shows the member simulations for each cluster,
and the probability that the risk map associated to each
cluster is valid if a release occurs at the source. The
simulations are identified with a sequential number ranging
from 1 to 53, which also indicates the time of the year for the
release (1 corresponds to the 1st of January, 2 to the 8th and so
on). The number of clouds in each cluster varies from 2 to 31.
In the Istanbul example, the area of highest risk is identified
by cluster 2, which includes mainly clouds expanding in the
south-westerly direction downwind of the source. This result
is consistent with the wind analysis (figure6), where north-
east and south west were identified as the most probable wind
directions for the region throughout the year. Also, all the
plumes in cluster 2 are typically straight, and have a limited
spread around the centerline. The clusters however only

40
.6

41
.0

41
.4 1 2

40
.6

41
.0

41
.4 3 4

40
.6

41
.0

41
.4

28.6 29.0 29.4

5

28.6 29.0 29.4

6

Risk

0 0.1 0.21 0.34 0.48 0.62 0.76 0.9 1

Fig. 7. The six clusters in which the 53 simulated clouds have been
grouped, and contour plots of the risk probabilities.

Table 1. Distribution of the simulations across clusters and
probability of the occurrence of each cluster.

Cluster ID Simulation ID Probability
1 11 25 39 40 8%
2 2 7 10 12 14 16 17 18 22 23

24 26 27 28 29 30 31 32 34
35 36 37 38 41 42 43 45 46

50 51 52 58%
3 20 53 4%
4 1 9 4%
5 4 33 48 6%
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Table 1. Distribution of the simulations across clusters and proba-
bility of the occurrence of each cluster.

Cluster ID Simulation ID Probability

1 11 25 39 40 8%
2 2 7 10 12 14 16 17 18 22 23

24 26 27 28 29 30 31 32 34
35 36 37 38 41 42 43 45 46

50 51 52 58%
3 20 53 4%
4 1 9 4%
5 4 33 48 6%
6 3 5 6 8 13 15 19 21 44 47 49 20%

(Fig. 6d). Consistently with the wind direction statistics, the
plumes are expected to have a prevailing NE or SW direction.
However, the direction of the plume is not the only funda-
mental parameter in the characterization of the cloud. Con-
ditions such as atmospheric stability, humidity, temperature
gradients, and others, play an important role in determining
the dispersion of the contaminants.

Table 1 shows the member simulations for each cluster,
and the probability that the risk map associated to each clus-

8 G. Cervone et al. Risk Assessment of Atmospheric EmissionsUsing Machine Learning

N

S

EW
5 %

10 %
15 %

20 %
25 %

30 %
35 %

0m − 100m

(a) 0 to 100 meters

N

S

EW
5 %

10 %
15 %

20 %
25 %

30 %
35 %

100m − 1000m

(b) 100 to 1000 meters

N

S

EW
5 %

10 %
15 %

20 %
25 %

30 %
35 %

1000m − 3000m

(c) 1000 to 3000 meters

N

S

EW
5 %

10 %
15 %

20 %
25 %

30 %
35 %

3000m − 10000m

(d) 3000 to 10000 meters

Fig. 6. Dominant wind directions for different vertical intervals
from meteorological balloons deployed near the simulated source
at 00:00 UTC and 12:00 UTC for year 2004. a) 0 to 100 meters, b)
100 to 1000 meters, c) 1000 to 3000 meters and d) 3000 to 10000
meters.

to 10 kilometers, the dominant wind direction comes from
the West, illustrating the synoptic conditions of the area
(figure 6d). Consistently with the wind direction statistics,
the plumes are expected to have a prevailing NE or SW
direction. However, the direction of the plume is not the
only fundamental parameter in the characterization of the
cloud. Conditions such as atmospheric stability, humidity,
temperature gradients, and others, play an important role in
determining the dispersion of the contaminants.

Table 1 shows the member simulations for each cluster,
and the probability that the risk map associated to each
cluster is valid if a release occurs at the source. The
simulations are identified with a sequential number ranging
from 1 to 53, which also indicates the time of the year for the
release (1 corresponds to the 1st of January, 2 to the 8th and so
on). The number of clouds in each cluster varies from 2 to 31.
In the Istanbul example, the area of highest risk is identified
by cluster 2, which includes mainly clouds expanding in the
south-westerly direction downwind of the source. This result
is consistent with the wind analysis (figure6), where north-
east and south west were identified as the most probable wind
directions for the region throughout the year. Also, all the
plumes in cluster 2 are typically straight, and have a limited
spread around the centerline. The clusters however only

40
.6

41
.0

41
.4 1 2

40
.6

41
.0

41
.4 3 4

40
.6

41
.0

41
.4

28.6 29.0 29.4

5

28.6 29.0 29.4

6

Risk

0 0.1 0.21 0.34 0.48 0.62 0.76 0.9 1

Fig. 7. The six clusters in which the 53 simulated clouds have been
grouped, and contour plots of the risk probabilities.

Table 1. Distribution of the simulations across clusters and
probability of the occurrence of each cluster.
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Fig. 7. The six clusters in which the 53 simulated clouds have been
grouped, and contour plots of the risk probabilities.

ter is valid if a release occurs at the source. The simula-
tions are identified with a sequential number ranging from 1
to 53, which also indicates the time of the year for the re-
lease (1 corresponds to 1 January, 2 to the 8th and so on).
The number of clouds in each cluster varies from 2 to 31.
In the Istanbul example, the area of highest risk is identified
by cluster 2, which includes mainly clouds expanding in the
south-westerly direction downwind of the source. This result
is consistent with the wind analysis (Fig.6), where north-east
and south west were identified as the most probable wind
directions for the region throughout the year. Also, all the
plumes in cluster 2 are typically straight, and have a limited
spread around the centerline.

The clusters however only define the areas that are at risk
by a potential accident, but they do not define measures to as-
sess which risk map is valid for the weather conditions at the
time of the release. A more precise assessment of which area
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Fig. 8. Graphical visualization of a subset of the rules learned for clusters 2 and 6. The tickness of the links indicate the weight of the rules.

is likely to be affected, given the initial weather parameters,
is given by the rules discovered by the machine learning pro-
gram, described in Sect.3.3. More precisely, the rules deter-
mine a priori which cluster will best describe the dispersion
of a potential release according to the weather conditions,
and the risk map associated with it.

Figure8 is a graphical illustration of the rules discovered
from clusters 2 and 6, those with highest probability of oc-
currence. Each cluster is associated only with unique pat-
terns of input parameters. The thickness of the links indicate
the weight of a particular parameter-value combination in the
definition of the cluster. To perform a risk estimate, the given
meteorological conditions should be compared with the pat-
terns in the graph. The best match between the learned pat-
terns and the given conditions identifies the cluster of simu-
lations that are most likely to approximate the contaminant
dispersion. The degree of match between the learned rules
for each cluster and the meteorological observations can be
a rough estimate of the uncertainty in the answer (the higher
the degree of match, the more similar the current conditions
are to those that generated the simulations in the cluster).

The rules are learned through an inductive inference pro-
cess, and they might identify as important parameters condi-
tions which are only responsible for secondary effects. It is
therefore necessary to inspect and validate the rules, in order
to verify that the constraints identified for each cluster have a
coherent physical explanation. The ability of learning knowl-
edge in a human intelligible format is the main strength of
this approach as compared to more traditional methods. We
have found that a larger number of simulations is necessary
to properly sample the search space of the initial parameters
using the machine learning method presented. In particular,
clusters that include only about 5 or fewer simulations are

poor representative of an area. However, because the simula-
tions uniformly sample the atmospheric conditions through-
out a year, such underepresented areas are also the least likely
to occur. Future work will include performing the proposaed
analysis in a larger number of simulations, and studying the
effect of inter-annual effects through the use of simulations
that span more than one year.

The current study is to be intended as a proof of concept
for a new methodology to use mesoscale atmospheric and
transport and dispersion models, in combination with ma-
chine learning algorithms, to provide quick assessments of
areas of potential risk. An example of a simple application
to the Istanbul region in Turkey was developed, where 53
weekly simulations of a 6-h point source release were per-
formed using the mesoscale meteorological model OMEGA
driven by real climatological data for the year 2004. The pa-
per focuses on the methodology rather than on the applica-
tion: in order to increase the statistical meaningfulness of the
results, a larger number of simulations is necessary for thor-
ough sample of the space of the initial parameters. The pro-
posed methodology can fully cope with a much larger num-
ber of simulations due to the use of scalable machine learning
algorithms.
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