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Abstract. Significant advances in full-3D modeling of geo-
physical flows have provided deeper insights into complex
processes and predictive potential. However, practical ap-
plication in the natural hazard community remains limited
due to inadequate GIS integration of simulation results. This
study addresses the oxymoronic transformation of 3D depth-
resolved MPM simulation outputs into simplified depth-
averaged results, such as flow depth and thickness, and slope-
parallel and slope-normal velocities. Specifically, we present
an algorithm that rasterizes scattered MPM outputs into a 2D
format, enhancing their utility for hazard mapping and mit-
igation. We demonstrate our approach by applying it to an
ice avalanche event, which is simulated using MPM and vi-
sualized in GIS. Notably, the 3D MPM shows slope-normal
flow velocity components over terrain jumps, and our algo-
rithm enables the identification of flow detachment from the
terrain, which depth-averaged models typically neglect.

1 Introduction

With the emergence of computers, numerical modelling of
geophysical flows (e.g., debris flows, rock, snow, and ice
avalanches) has become an integrated part of natural haz-
ards mapping and mitigation. Starting from the 1960s, depth-
averaged models that simulate gravitational mass movements
along a prescribed 2D topography were developed (see, e.g.,
the review by Eglit et al., 2020 for snow avalanche models;
Hungr, 1995 for debris flows). Later, depth-averaged models
have been extended to 3D topography, also aided by higher
spatial coverage and resolution of Digital Terrain Models

(DTMs). Several depth-averaged models have been proposed
to model rock avalanches (e.g., Mergili et al., 2012), de-
bris flows (e.g., Denlinger and Iverson, 2004; McDougall
and Hungr, 2004; Iverson and George, 2014; Tayyebi et al.,
2021), and snow avalanches (e.g., Christen et al., 2010; Vi-
cari and Issler, 2025). The extensive scientific advancement
and adoption of depth-averaged models can largely be at-
tributed to their computational efficiency, as these models
modify the 3D conservation equations by integrating them
in the vertical direction or perpendicular to the topography
— thus reducing the number of conserved flow variables that
need to be resolved — and assume simplified rheologies. Ad-
ditionally, their straightforward integration into Geographic
Information Systems (GIS) has also contributed to their pop-
ularity, particularly among natural hazard agencies and prac-
titioners focused on hazard mapping.

Recently, advancements in computing power have enabled
the resolution of 3D conservation equations within a feasi-
ble (yet extensive) timeframe, making it possible to simu-
late geophysical flows at the slope scale. 3D models have
been applied for debris flows (e.g., Kwan et al., 2015; Koo
et al., 2018), snow avalanches (e.g., Gaume et al., 2019; Li
et al., 2021; Kyburz et al., 2024), rock and ice avalanches
(e.g., Cicoira et al., 2022), and landslides (e.g., Franci et al.,
2020; Tran et al., 2024). Nonetheless, although these models
are scientifically popular, their use in practical applications
for evaluating and mitigating natural hazards remains lim-
ited. We believe that this gap can be attributed to multiple
factors: (i) inexperience within the natural hazards commu-
nity and scarcity of guidelines; (ii) limited laboratory exper-
iments to determine the constitutive parameters of geomate-
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rials and challenges in determining these parameters in the
field; (iii) non-user-friendly software; (iv) higher computa-
tional cost compared to depth-averaged models; (v) poor in-
tegration of simulation results with GIS tools. The latter is-
sue stems from a mismatch between the output of these 3D
depth-resolved simulations (i.e., where conservation equa-
tions are also resolved in the direction normal to the terrain)
and the 2D raster-based formats used in GIS platforms. In-
deed, in these simulations, physical quantities such as ma-
terial positions and their velocities vary continuously along
the terrain-normal direction and are expressed in absolute
3D coordinates. However, 2D raster data can represent only
a single value per grid cell, requiring some form of aver-
aging and reduction of the depth-resolved physical quanti-
ties to the local topography. This dimensional mismatch lim-
its the straightforward use of 3D simulation results in haz-
ard mapping. Within this work, we aim at addressing this
last point by developing a tool to export the results of fully
3D Material Point Method (MPM) simulations into a raster-
ized format. Specifically, our aim is to convert this depth-
resolved MPM particle information into depth-averaged vari-
ables that can be saved in a 2D raster format and visual-
ized in GIS. Han et al. (2020) and Su et al. (2024) already
proposed algorithms to extract physical quantities from 3D
Smoothed-Particle Hydrodynamics (SPH) simulations. Nev-
ertheless, considering the significance of MPM for modeling
gravitational mass movements, there is a need for a dedicated
algorithm; our method also introduces novel elements, espe-
cially concerning the exported depth-averaged variables. We
illustrate the practical application of the depth-averaging al-
gorithm by presenting an ice avalanche event simulated us-
ing MPM and subsequently exported to GIS. We then exam-
ine the depth-averaged variables derived from the 3D MPM
simulation and discuss potential future enhancements of the
exporting tool.

2 Methods

2.1 3D depth-resolved MPM model and material
parameters

MPM is a hybrid Eulerian—Lagrangian method commonly
used to simulate the behavior of granular and fluid materials
within a continuum mechanics framework. In our case study,
we use a Drucker—Prager yield criterion to model the con-
stitutive behavior of ice. However, alternative material mod-
els may also be employed within the MPM model to simu-
late other materials, such as snow or soil (e.g., Gaume et al.,
2019; Cicoira et al., 2022). The Drucker—Prager yield func-
tion is defined as:

g—vy(p+a) =<0, (1

where g and p are the deviatoric and mean stress, respec-
tively. The material parameters y and a represent friction and
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attraction, respectively. These can be derived from the Mohr-
Coulomb yield criterion parameters — i.e., the friction angle
¢ and the cohesion ¢ — given that the two yield criteria are
assumed to be equivalent under triaxial compression condi-
tions: y = (6sing)/(3 —sing) and a = ¢/tangp. We assume
a non-associative flow rule with zero dilatancy. The model
incorporates softening, similar to the model of Cicoira et al.
(2022), wherein we assume that the friction angle decreases
from an initial ¢; = 40° to a residual ¢, = 20°, and cohesion
decreases from an initial ¢; = 1kPa to 0, depending on the
accumulated deviatoric plastic strain sg. Unlike the simula-
tions of Cicoira et al. (2022), we do not model explicitly ero-
sion of glacier’s ice and snow cover. Instead, we assume that
the basal friction is higher when the flow is in contact with
the glacier (1 = 0.65) than with bedrock or soil (u = 0.55).
This frictional contrast yielded a reasonable match to the ob-
served inundation area. One possible explanation for this as-
sumption is that the erosion of compact, wet snow on the
glacier surface may lead to reduction in flow mobility, as also
suggested by Li et al. (2022). At t = 0, the ice bulk density
is set equal to pg = pp0 = 850kg m~3, where p p denotes the
material points’ density. The simulation is carried out with a
grid size of gs = 1 m, with n, = 6 material points per cell.
A complete list of the material parameters is reported in the
Supplement (S2).

2.2 Topography representation

MPM simulations are performed on a generic topography
%, whose elevation is defined in a global Euclidean sys-
tem (ENH) as H(E, N) (Fig. 1). We denote the latitude and
longitude coordinates of sampled points on the surface as
(Es, Ng), and Hj their respective elevations on X. Each sam-
pled coordinate (Eg, N;) specifies the center of a cell with
index (i, j), which is separated by a distance cs (the cell size
of the DTM) from the adjacent cell (Fig. 1a):

Es - Ellc
cs

(2a)

i =

—Ns+ N; -(r—1
j= s+ llcc‘:CS (r )’ (2b)

where (Eqc, Nyic) define the planar coordinates of the centre
of the lower left cell of the DTM. The number of cells of the
discretized topography in the east and north directions is in-
dicated by ¢ (i.e., columns) and r (i.e., rows), respectively.
The parameters (Ej, Niic), (¢s- ¢, cs - 1), cs, define the loca-
tion, extension and resolution of the DTM, respectively.

To project the simulation results on the topography, it is
necessary to define a terrain orientation metric. The unit vec-
tor normal to the topography (outward-pointing) is expressed
as (see, Fischer et al., 2012):

(—0pH,—oyH, )T
ny = : 3)
V14 @rH)? + 3y H)?
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Figure 1. Discretization of the topography in ASCII format and calculation of flow-related physical variables: (a) global and local coordinate
system; (b) calculation of the surface normals and mapping of the material points to their corresponding cell, with definition of flow velocity
components, which are parallel (Up;) and normal (Upp) to the terrain; (c¢) Schematic of flow depth 4, defined as the maximum distance from
the topography among the material points within a cell; and flow thickness 7, defined as the difference between the maximum and minimum
distances from the topography among all material points within a cell. The two quantities may differ notably when the flow detaches from

the terrain.

In the exporting code, the spatial gradients of the surface
height are approximated using central difference at each grid
point:

Hi+1,j)—H@G@-1,))

dpH (i, j) ~ o

(4a)

HGi,j—D—-H(@Gj+1)
2-cs '
2.3 Depth-averaging of MPM results

INH(, j)~ (4b)

The results of the MPM simulation at a certain time 7, in-
clude particles (p) with their position X , (t.) = (X, Yy, Z))
and velocity U , (t.) = (Up, V), W),), expressed in the global
coordinate system ENH. The algorithm initially finds the in-
dexes (iy,, jm) correspondent to the DTM’s cell C,, to which
each particle p belongs (Fig. 1b):

X,(t,)) —Eyc—cs-i
i (ty) = argmin p( e) llc , (5a)
ieZN[0,c—1] CS
—-Y,( N -(r—1)—cs-j
Jjm(te) = argmin plie) + Nic+es-(r=1) —cs-j ‘ (5b)
JeZN[0,r—1] cs

Unlike Han et al. (2020) and Su et al. (2024), which project
particles along the terrain normal, our approach uses vertical
projection to assign particles to raster cells (see discussion
in Sect. 2.3.2). The code offers the possibility to export the
depth-averaged results to a new digital model with a differ-
ent cell size (cs,) than the original DTM’s cell size (cs). The
indices (i, j.) for each cell C, in the new model are thus
computed using equations similar to Egs. (5a) and (5b), but
with cs,.
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2.3.1 Flow heights

Once the DTM’s cell C,, has been identified, the elevation H,
of the surface at the planar coordinate (X, Y}) is calculated
imposing the coplanarity condition

n! (im, jm) - [Xp(te) = Es(im), Yp(te) — NyGim),
H,(1,) — Hy(Es, Ny)]" =0. 6)

For each non-empty cell C,, the maximum flow depth (de-
fined as the maximum distance from the topography X in the
surface-normal direction among all the material points within
Ce., see Fig. 1¢) can be found as

h(ic, je,te) = ¥ r?a)XC [(Zp(te) - Hp) “nsH (m, ]m)] , (D

plte)eCe

where ngg is the component of the normal-to-topography
unit vector in the vertical direction.

Similarly, the maximum flow thickness (defined as the dif-
ference between the maximum and minimum distances from
the topography X in the surface-normal direction among all
material points within C,, see Fig. 1¢) is calculated as

t(ic, Jeste) = h(ic, jeste) — ¥ I(nin [(Zp(te) - Hp)

P te)€Ce
nsH (im, Jm)] . 3)

In both Egs. (7) and (8), we provisionally neglect the increase
in flow height associated to the volume of the material points.
The code also allows setting a percentile to get the flow depth
and thickness from all heights and thickness values of all par-
ticles within each cell, thus potentially excluding scattered
particles.

Nat. Hazards Earth Syst. Sci., 25, 3897-3904, 2025



3900 H. Vicari et al.: Depth-averaging of 3D depth-resolved MPM simulation results

2.3.2 Flow velocities

The velocity U , of each particle p within a cell C, is decom-
posed into the slope-normal and slope-parallel components
(Fig. 1b):

Upn(X . 1e) = [U p(X p, te) - 05 (ims jn) | s, Jim)» €))
Upt(Xpate)ZUp(Xp’te)_Upn(Xpate)~ (10)

The slope-normal and slope-parallel velocities can there-
fore be depth-integrated using (density-weighted) Favre-
averaging:

- 1
Un(EaNate)Z h :
[ p(E,N,z,1,)dz
h
/:O(EvNaZste)Un(EsNvate)dZs an
0
- 1
U/((E,N,t.) = —; .
f() p(E7N7Z7t€)dZ
h
/p(Esstvte)Ul(Estz»te)dzs (12)
0

where z is the coordinate normal to the topography and p
is the flow bulk density. However, in the code, the integra-
tion is not performed in the normal-to-topography direction,
but vertically for all particles within a cell C,. Although this
is formally not consistent with the definitions of the depth-
averaged velocities of Eqgs. (11) and (12), this calculation
avoids inconsistencies on concave-up topographies (i.e., du-
plication of particles to multiple cells is avoided; see also the
discussion in Hergarten, 2024, p. 783) and carries substantial
simplifications in coding. We therefore calculate the depth-
averaged velocities by replacing dz with the discrete particle
volume V,,, and p with the particle density p,:

1
ZXp(fg)Ecg )Op(Xps te)vp (Xp, te)
Y p(Xp t)Upn(X . 1)Vp(X . 1)
X, (t)eC,
1

ﬁﬂ(i37j67t€) ~

Y Un(Xpte),

np(te) Xp(fe)ece

13)

1
ZX,;(le)GCepp (Xp, te)Vp (Xp, fe)

D ppXp t)Upt(X . t)Vp(X . te)
X, (t)eC,

1
= D> Un(Xp.te). (14)

npl(te) Xp(te)eCe

Ui(ic, joste) ~
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Since the (solid) mass of each particle, p, V), is constant in
MPM!, the expressions on the far right of Eqs. (13) and (14)
are derived, where n, is the number of particles in each cell
C.. Notably, in this context, the Favre-averaged velocities
correspond to the cell-averaged velocities. In certain circum-
stances, however, the flow may dilate, which would lead to
a reduction in the flow bulk density p from its initial value
ppo — this change in bulk density is not always purely due to
plastic volumetric deformation from the constitutive model
(i.e., resulting in the particles’ density changing from p,0 to
Pp; see, also, Li et al., 2021), but can also result from the
formation of cracks and voids between granules of particles,
as well as particles moving apart while air gets mixed into
the flow (even though air is not explicitly modeled). There-
fore, it would become necessary to replace p, ), in Egs. (13)
and (14) with [pV = ppoVpo + pa(V —Vpo)], where p, is the
air density and (V — Vo) is the extra-air volume ingested in
the flow. Given that p, is small and assuming limited flow
dilation, we neglect the term o, (V — V)0).

2.3.3 Choice of exporting parameters for GIS
visualization

GIS results are exported with a specified cell size cs,. Choos-
ing an appropriate value for cs, is crucial: If the cells are too
small, it may result in too many empty cells, especially in
areas of the flow where the flow is dilated and particles are
dispersed; Conversely, if the cells are too large, it might over-
estimate the flow extent, especially in areas where the flow
has compacted. For an initial estimate, one can use the refer-
ence volume V around a particle as a surrogate for cell size.
This volume is derived from mass conservation of a MPM
particle, neglecting the extra-air mass (see Sect. 2.3.2), such
that pV ~ p,0Vpo, and therefore:

v
cse ~ VY~ 3—’0”0p iy (15)

As the flow bulk density p may not be constant spatially
and temporally, the choice of cs, requires some compro-
mise and may cause the total flow mass (as derived from
the exported flow height results) to be not conserved at all
time steps. For instance, at the initial time step, results may

be exported with cs. (10) & /Vpo = \J g5 /ng. If, say, during
the flow, p becomes smaller than p 0, results should ideally
be exported with cs, (f,) > cs. (o). This becomes particularly
difficult when results must be exported not just at a specific
time step, but also require the export of spatial distribution
of the maximum value of a certain depth-averaged variable

IThis assumption holds for the temporal evolution of a given
particle’s mass (ppVp = ppoVpo) and requires that the densities of
various materials within a certain cell C, are the same. In this study,
we simulate only a single material type (ice), and so the mass of the
particles remains unchanged.
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F (any of Egs. 7, 8, 13, 14) over all time steps (this forcedly
requires selecting a constant cs,):

Flic, jeste)s (16)

sim

At,

]:max(iea je) = max
te=k-At,, k=0,1,...,

where i is the simulated flow duration and Az, is the ex-
ported time step. Furthermore, to avoid spatial-loss of infor-
mation of maximum values of the depth-averaged flow vari-
ables, At, should be chosen as
CSe
At, ~ — , a7
U lImax

where || U |lmax 1S the maximum (over time and space) depth-
averaged speed projected in the EN plane.

3 Results and discussion

We first validate the exporting tool on a simplified case of
a frictionless block moving on a 2D inclined plane and then
falling from a cliff (see Supplement S1). Subsequently, we
simulate in MPM the ice avalanche that resulted from the col-
lapse of a 150000m?> portion of the Whymper serac (Cour-
mayeur, Italy) in 1998 (Fig. 2a). The results are exported us-
ing cs, = 1 m (estimated from Eq. 15) and At, =0.2s and
visualized in Fig. 2b—g. Since the current version of the code
is not parallelized, and consequently considerably slow, we
provisionally used a large time step Af,, about 10 times
greater than what suggested by Eq. (17).

The simulated deposit is shown in Fig. 2b (flow depth 4,
normal to the terrain) and the flow inundation area is shown
in Fig. 2¢ (plotted in terms of maximum depth-averaged
slope-parallel flow speed). The runout and flow extent rea-
sonably match the mapped extent of the event. Nonetheless,
the simulated left bank lobe of the avalanche stops approxi-
mately 300 m up-slope compared to the mapped runout. Sim-
ilarly, the right lobe of the simulated avalanche exhibits a
shorter runout compared to the actual event. This reduced
simulated mobility may result from excessive material de-
position in the crevasses (the real terrain DTM at the time
of the ice avalanche is unknown and could have had smaller
crevasses than the DTM used for simulations) and not ex-
plicitly modeling the erodible glacier cover. Furthermore, we
only made a few attempts to alter the parameters of the ice
material in MPM (in particular, the residual friction and the
basal frictions) without further optimization of the simulation
results.

We now briefly analyze the influence of complex terrain
topography on flow behavior, which can be effectively cap-
tured by the depth-averaged results, shown in Fig. 2d—i at
t, =50s. In regions with curved topographies and jumps
(e.g., cliffs, crevasses), high values of the depth-averaged
slope-normal speed (see Fig. 2d) are calculated, whereas on
more gentle terrain the ice flows approximately parallel to the
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terrain (see Fig. 2e). Specifically, on convex-up topographies
along the flow direction (such as overhangs, or cliff edges),
the ice flows in the out-of-slope direction (i.e., positive, blue
values of nST U »)- In contrast, on concave-up sections (such
as gullies or terrain depressions) the flow is directed toward
the topography (i.e., negative, red values of n! - U,). Fig-
ure 2h shows the calculated depth-averaged velocities ex-
tracted along a linear profile of the glacier (the profile line
is shown in Fig. 2d—g). A cliff is located between =~ 60 and
~ 80m of this profile, causing the flow to separate from
the topography (n! - U, > 0) at the jump and subsequently
collide with the topography (n! - U, < 0) upon landing. In
other areas where the curvature of the topography is smaller
and there are no terrain jumps, the calculated slope-normal
component is smaller, and mostly negligible compared to
the slope-parallel velocity component. The flow detachment
from the topography is also evident by comparing the flow
thickness (Fig. 2f) to the flow depth (Fig. 2g). Figure 2i
presents the comparison of these two parameters along the
profile line: across the jump and upon landing (splash), the
flow depth significantly exceeds the flow thickness — signify-
ing the flow’s detachment from the surface (see also Fig. 1c)
— whereas the values of ¢ and 4 are not so far apart when the
flow sticks to the terrain (see also the additional analysis in
the Supplement S3). Unlike in depth-averaged models, the
detachment from the terrain in our 3D simulations allows to
correctly capture that, while in airborne motion, the material
does not experience basal flow resistance. Similarly, when
the flow impacts the terrain, the 3D MPM can effectively
capture the predominant motion towards the terrain, poten-
tially leading to increased basal flow resistance, as well as
compaction and/or dilation of the material. This may lead to
more precise dynamics compared to depth-averaged models,
particularly on complex terrains that exhibit jumps and sub-
stantial curvature®. These spatial insights highlight how our
export tool reveals terrain-driven flow dynamics that are not
easily interpreted directly from raw 3D MPM outputs.

4 Conclusion and outlook

In this study, we presented a methodology to transform 3D
MPM simulation outputs into 2D rasterized formats that
can be visualized with GIS tools. This methodology entails
the conversion of depth-resolved MPM variables into depth-
averaged variables. More specifically, we described the com-
putation of flow height metrics, like flow depth and thick-
ness, and flow velocity metrics, like Favre-averaged slope-

2Depth—averaged models may also somehow mimic reduced/in-
creased basal friction when flowing over convex/concave topogra-
phies, if centrifugal curvature-induced effects — thus reducing/in-
creasing the slope normal stress — are being implemented. More-
over, frictional parameters are, in some operational models (e.g.,
Bartelt et al., 2017), adjusted heuristically based on the curvature of
the terrain.
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Figure 2. Depth-resolved MPM simulations and GIS visualization of exported depth-averaged results. (a) 3D visualization at = 505 of the
MPM simulation of the Whymper ice avalanche in 1998. (b) Exported final deposition depth (h(te = 150s)). (¢) Maximum depth-averaged
slope-parallel speed over all time steps o t,max)- (d) Depth-averaged slope-normal velocity (U,) at t, = 50s. (e) Depth-averaged slope-
parallel speed (U;) at t, = 50s. (f) Flow thickness (7) at 7, = 50s. (g) Flow depth (k) at . = 50s. (h) Slope-normal (U,) and slope-parallel
(f] t) speeds at . = 50's along a profile line. (i) Flow thickness (¢) and depth (%) at . = 50s along a profile line (black line in d—g).

normal and slope-parallel velocities. Thus, this approach fa-
cilitates harvesting the benefits of 3D numerical methods (Li
et al., 2021; Cicoira et al., 2022), including the simulation of
geophysical flows over complex topographies, terrain jumps,
cavities, and interacting with mitigation structures, while en-
abling practitioners to visualize the model results on GIS
maps similar to traditional depth-averaged simulation out-
puts. Therefore, this tool represents a step forward in using
3D MPM for hazard assessment and mapping of geophysical
flows.

Nat. Hazards Earth Syst. Sci., 25, 3897-3904, 2025

The application of the depth-averaging tool to the simu-
lation of an ice avalanche highlighted how complex terrain,
like with cliffs and crevasses, can significantly alter flow ve-
locities, causing them to deviate from being parallel to the
ground. The computation of slope-normal velocities and the
distinction of flow depth (distance between the terrain sur-
face and the highest flow particle) and flow thickness (pro-
jected distance between the highest and lowest particles in
each cell) revealed that the material might detach from the
terrain during jumps and impact the terrain upon landing,
potentially influencing flow dynamics through dilation, com-

https://doi.org/10.5194/nhess-25-3897-2025
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paction, and variations in internal and basal stresses. Addi-
tional research will be needed to study in detail the effect of
complex topographical features on avalanche characteristics.
Furthermore, we observed that crevasses along the flow path
could lead to significant deposition, further influencing sub-
sequent flow dynamics. Thus, selecting an appropriate DTM
appears critical for simulating ice avalanches over glaciers:
this needs to be further investigated in the future. Alterna-
tive constitutive models for ice, such as incorporating rate
dependency, will be required in future studies to achieve bet-
ter agreement between the simulated ice avalanche and the
actual observed runout.

The depth integration of 3D simulation results presented
in this work will allow future comparison between 3D MPM
simulations and depth-averaged simulations (Wirbel et al.,
2024) to verify the assumptions made in depth-averaged nu-
merical models, such as neglecting flow velocities normal to
the terrain, assuming the flow sticking to the terrain, constant
bulk flow density, and uniform velocity profiles. Additional
work is required to broaden the utility of our depth-averaging
tool. In the future, we plan to export density and velocity pro-
files along the flow depth direction. These data could be cru-
cial for determining the pressure distribution of avalanches
impacting obstacles. Such vertical information (e.g., Kyburz
et al., 2024) may, for example, be exported onto raster, to re-
place traditional empirical analytical models of impact pres-
sure, which (typically) rely solely on depth-averaged density
and velocity. The tool could also be used to determine topog-
raphy changes and erosion rates when an erodible bed layer
is explicitly modeled in MPM (e.g., Li et al., 2022).

Finally, a similar framework could be applied in the fu-
ture to depth-average other 3D particle-based models’ re-
sults, like SPH and DEM (Discrete Element Method). Re-
cently, similar algorithms were proposed by Han et al. (2020)
and Su et al. (2024) to extract depth-averaged physical quan-
tities from 3D SPH simulations. Specifically, the algorithm
by Han et al. (2020) assigns each 3D SPH particle to a
boundary particle by projecting particle positions along the
terrain-normal direction. Physical quantities (e.g., flow depth
and basal velocities) are then computed for each boundary
particle based on all SPH particles falling within its asso-
ciated cell. In contrast, Su et al. (2024) identifies contribut-
ing SPH particles as those located within a cylindrical re-
gion whose longitudinal axis is centered on each boundary
particle and aligned with the terrain normal. Our approach
differs in that MPM particles are assigned to 2D raster cells
based on vertical projection. While the computation of flow
depth and velocity components is conceptually similar across
these methods, our implementation includes additional fea-
tures: the ability to exclude scattered particles from the flow
depth calculation, and the explicit computation of the flow
thickness. While Han et al. (2020) and Su et al. (2024) assign
results to boundary particles, they can also export the data to
2D grids visualized in ParaView. Our method similarly pro-
duces rasterized outputs and can directly map quantities to
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a georeferenced 2D grid, which can be seamlessly exported
to a GIS environment. Moreover, in contrast to the mesh-
free SPH method, MPM solves momentum conservation on
a background Eulerian grid. Thus, an alternative approach
could rely on the direct extraction of physical quantities from
the MPM code, straightforwardly utilizing the transferred ve-
locities and masses at the grid nodes — thus eliminating the
need for a separate export tool.

Code and data availability. The simulations were performed using
the MPM code of Gaume et al. (2018). The MPM simulation re-
sults were first opened and visualized in the software Houdini. The
depth-averaging code was implemented as a Python node within
Houdini. In the Supplements, we provide the depth-averaging code.
Analysis and simulation data can be acquired on request from the
corresponding author.

Supplement. The supplement related to this article is available on-
line at https://doi.org/10.5194/nhess-25-3897-2025-supplement.

Author contributions. All authors contributed to the conceptualiza-
tion of this work. MLK initiated the code development, and HV
wrote the current code and implemented the depth-averaging al-
gorithm. HV conducted the numerical simulations and generated
visual representations of the results. HV prepared the manuscript,
with input and contributions from all co-authors.

Competing interests. The contact author has declared that none of
the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims made in the text, pub-
lished maps, institutional affiliations, or any other geographical rep-
resentation in this paper. While Copernicus Publications makes ev-
ery effort to include appropriate place names, the final responsibility
lies with the authors. Also, please note that this paper has not re-
ceived English language copy-editing. Views expressed in the text
are those of the authors and do not necessarily reflect the views of
the publisher.

Acknowledgements. The Digital Terrain Model and extent of the
ice avalanche event were provided by Fondazione Montagna Sicura.
We are grateful to Zheng Han and an anonymous referee for review-
ing our manuscript and for their insightful comments.

Review statement. This paper was edited by Pascal Haegeli and re-
viewed by Zheng Han and one anonymous referee.

Nat. Hazards Earth Syst. Sci., 25, 3897-3904, 2025


https://doi.org/10.5194/nhess-25-3897-2025-supplement

3904

References

Bartelt, P., Biihler, Y., Christen, M., Deubelbeiss, Y., Salz, M.,
Schneider, M., and Schumacher, L.. RAMMS::AVALANCHE
User Manual, WSL, 2017, Version 1.7.0., 1-116, https://ramm:s.
ch/wp-content/uploads/RAMMS_AVAL_Manual.pdf (last ac-
cess: 8 October 2025), 2017.

Christen, M., Kowalski, J., and Bartelt, P.. RAMMS : Numeri-
cal Simulation of Dense Snow Avalanches in Three- Dimen-
sional Terrain, Cold Regions Science and Technology, 63, 1-14,
https://doi.org/10.1016/j.coldregions.2010.04.005, 2010.

Cicoira, A., Blatny, L., Li, X., Trottet, B., and Gaume, J.: To-
wards a Predictive Multi-Phase Model for Alpine Mass Move-
ments and Process Cascades, Engineering Geology, 310, 106866,
https://doi.org/10.1016/j.enggeo0.2022.106866, 2022.

Denlinger, R. P. and Iverson, R. M.: Granular Avalanches across
Irregular Three-Dimensional Terrain: 1. Theory and Compu-
tation, Journal of Geophysical Research: Earth Surface, 109,
https://doi.org/10.1029/2003JF000085, 2004.

Eglit, M., Yakubenko, A., and Zayko, J..: A Review of
Russian Snow Avalanche Models—From Analytical So-
lutions to Novel 3D Models, Geosciences, 10, 77,
https://doi.org/10.3390/geosciences 10020077, 2020.

Fischer, J.-T., Kowalski, J., and Pudasaini, S. P.. Topo-
graphic Curvature Effects in Applied Avalanche Model-
ing, Cold Regions Science and Technology, 74-75, 21-30,
https://doi.org/10.1016/j.coldregions.2012.01.005, 2012.

Franci, A., Cremonesi, M., Perego, U., Oiiate, E., and Crosta,
G.: 3D Simulation of Vajont Disaster. Part 2: Multi-
failure Scenarios, Engineering Geology, 279, 105856,
https://doi.org/10.1016/j.enggeo.2020.105856, 2020.

Gaume, J., Gast, T., Teran, J., Van Herwijnen, A., and Jiang, C.: Dy-
namic Anticrack Propagation in Snow, Nature Communications,
9, 3047, https://doi.org/10.1038/541467-018-05181-w, 2018.

Gaume, J., van Herwijnen, A., Gast, T., Teran, J., and Jiang, C.:
Investigating the Release and Flow of Snow Avalanches at the
Slope-Scale Using a Unified Model Based on the Material Point
Method, Cold Regions Science and Technology, 168, 102847,
https://doi.org/10.1016/j.coldregions.2019.102847, 2019.

Han, Z., Su, B., Li, Y., Dou, J., Wang, W., and Zhao, L.:
Modeling the Progressive Entrainment of Bed Sediment
by Viscous Debris Flows Using the Three-Dimensional
SC-HBP-SPH Method, Water Research, 182, 116031,
https://doi.org/10.1016/j.watres.2020.116031, 2020.

Hergarten, S.: MinVoellmy v1: a lightweight model for simulating
rapid mass movements based on a modified Voellmy rheology,
Geosci. Model Dev., 17, 781-794, https://doi.org/10.5194/gmd-
17-781-2024, 2024.

Hungr, O.: A Model for the Runout Analysis of Rapid Flow Slides,
Debris Flows, and Avalanches, Canadian Geotechnical Journal,
32, 610-623, 1995.

Iverson, R. M. and George, D. L.: A Depth-Averaged Debris-
Flow Model That Includes the Effects of Evolving Dila-
tancy. 1. Physical Basis, Proceedings of the Royal Society
A: Mathematical, Physical and Engineering Sciences, 470,
https://doi.org/10.1098/rspa.2013.0819, 2014.

Koo, R. C.,, Kwan, J. S., Lam, C., Goodwin, G. R., Choi,
C. E, Ng, C. W, Yiu, J, Ho, K. K., and Pun, W. K.
Back-Analysis of Geophysical Flows Using Three-Dimensional

Nat. Hazards Earth Syst. Sci., 25, 3897-3904, 2025

H. Vicari et al.: Depth-averaging of 3D depth-resolved MPM simulation results

Runout Model, Canadian Geotechnical Journal, 55, 1081-1094,
https://doi.org/10.1139/cgj-2016-0578, 2018.

Kwan, J. S., Koo, R. C., and Ng, C. W.: Landslide Mo-
bility Analysis for Design of Multiple Debris-Resisting
Barriers, Canadian Geotechnical Journal, 52, 1345-1359,
https://doi.org/10.1139/cgj-2014-0152, 2015.

Kyburz, M. L., Sovilla, B., Biihler, Y., and Gaume, J.: Po-
tential and Challenges of Depth-Resolved Three-Dimensional
MPM Simulations: A Case Study of the 2019 “Salezer”
Snow Avalanche in Davos, Annals of Glaciology, 1-14,
https://doi.org/10.1017/a0g.2024.14, 2024.

Li, X. Sovilla, B., Jiang, C., and Gaume, J.: Three-
Dimensional and Real-Scale Modeling of Flow Regimes
in Dense Snow Avalanches, Landslides, 18, 3393-3406,
https://doi.org/10.1007/s10346-021-01692-8, 2021.

Li, X., Sovilla, B., Ligneau, C., Jiang, C., and Gaume, J.:
Different Erosion and Entrainment Mechanisms in Snow
Avalanches, Mechanics Research Communications, 124,
103914,  https://doi.org/10.1016/j.mechrescom.2022.103914,
2022.

McDougall, S. and Hungr, O.: A Model for the Analy-
sis of Rapid Landslide Motion across Three-Dimensional
Terrain, Canadian Geotechnical Journal, 41, 1084-1097,
https://doi.org/10.1139/t04-052, 2004.

Mergili, M., Schratz, K., Ostermann, A., and Fellin, W.:
Physically-based modelling of granular flows with Open
Source GIS, Nat. Hazards Earth Syst. Sci., 12, 187-200,
https://doi.org/10.5194/nhess-12-187-2012, 2012.

Su, B., Li, Y, Han, Z, Ma, Y, Wang, W. Ruan, B,
Guo, W., Xie, W, and Tan, S.: Topography-Based and
Vectorized Algorithm for Extracting Physical Quantities in
3D-SPH Form and Its Application in Debris-Flow En-
trainment Modeling, Engineering Geology, 340, 107693,
https://doi.org/10.1016/j.enggeo.2024.107693, 2024.

Tayyebi, S. M., Pastor, M., and Stickle, M. M.: Two-Phase SPH
Numerical Study of Pore-Water Pressure Effect on Debris Flows
Mobility: Yu Tung Debris Flow, Computers and Geotechnics,
132, 103973, https://doi.org/10.1016/j.compgeo.2020.103973,
2021.

Tran, Q. A., Rogstad, A., Depina, 1., Ferndndez, F., Alene, G. H,,
Grimstad, G., and Nordal, S.: 3D Large Deformation Modeling
of the 2020 Gjerdrum Quick Clay Landslide, Canadian Geotech-
nical Journal, https://doi.org/10.1139/cgj-2024-0044, 2024.

Vicari, H. and Issler, D.: MoT-PSA: A Two-Layer Depth-
Averaged Model for Simulation of Powder Snow
Avalanches on 3-D Terrain, Annals of Glaciology, 65, el6,
https://doi.org/10.1017/a0g.2024.10, 2025.

Wirbel, A., Oesterle, F., Fischer, J.-T., Chambon, G., Faug, T,
Gaume, J., Glaus, J., Hergarten, S., Issler, D., Jarosch, A., J6han-
nesson, T., Martini, M., Mergili, M., Rauter, M., Robl, J., Rosatti,
G., Spannring, P., Tollinger, C., Vicari, H., and Zugliani, D.:
ISeeSnow - initiating an avalanche simulation tool intercompar-
ison, EGU General Assembly 2024, Vienna, Austria, 14—19 Apr
2024, EGU24-17750, https://doi.org/10.5194/egusphere-egu24-
17750, 2024.

https://doi.org/10.5194/nhess-25-3897-2025


https://ramms.ch/wp-content/uploads/RAMMS_AVAL_Manual.pdf
https://ramms.ch/wp-content/uploads/RAMMS_AVAL_Manual.pdf
https://doi.org/10.1016/j.coldregions.2010.04.005
https://doi.org/10.1016/j.enggeo.2022.106866
https://doi.org/10.1029/2003JF000085
https://doi.org/10.3390/geosciences10020077
https://doi.org/10.1016/j.coldregions.2012.01.005
https://doi.org/10.1016/j.enggeo.2020.105856
https://doi.org/10.1038/s41467-018-05181-w
https://doi.org/10.1016/j.coldregions.2019.102847
https://doi.org/10.1016/j.watres.2020.116031
https://doi.org/10.5194/gmd-17-781-2024
https://doi.org/10.5194/gmd-17-781-2024
https://doi.org/10.1098/rspa.2013.0819
https://doi.org/10.1139/cgj-2016-0578
https://doi.org/10.1139/cgj-2014-0152
https://doi.org/10.1017/aog.2024.14
https://doi.org/10.1007/s10346-021-01692-8
https://doi.org/10.1016/j.mechrescom.2022.103914
https://doi.org/10.1139/t04-052
https://doi.org/10.5194/nhess-12-187-2012
https://doi.org/10.1016/j.enggeo.2024.107693
https://doi.org/10.1016/j.compgeo.2020.103973
https://doi.org/10.1139/cgj-2024-0044
https://doi.org/10.1017/aog.2024.10
https://doi.org/10.5194/egusphere-egu24-17750
https://doi.org/10.5194/egusphere-egu24-17750

	Abstract
	Introduction
	Methods
	3D depth-resolved MPM model and material parameters
	Topography representation
	Depth-averaging of MPM results
	Flow heights
	Flow velocities
	Choice of exporting parameters for GIS visualization


	Results and discussion
	Conclusion and outlook
	Code and data availability
	Supplement
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Review statement
	References

