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Abstract. In the face of rapid population growth, urbani-
sation, and accelerating climate change, rapid and accurate
disaster detection has become critical to minimise human
and material losses. In this context, geo-social media (refer-
ring to georeferenced social media posts) data have proven
to be a sensible data source for tracing disaster-related con-
versations, especially during flood events. However, current
research often neglects the relationship between informa-
tion from social media posts and their corresponding geo-
graphical context. In this paper, we examine the emergence
of disaster-related social media topics in relation to hydro-
logical and socio-environmental features at the watershed
level during the 2021 western European flood, while focus-
ing on transboundary river basins. Building on an advanced
machine-learning-based topic modelling approach, we show
the emergence of flood-related geo-social media topics in
both river-basin-specific and cross-basin contexts. Our anal-
ysis reveals distinct spatio-temporal dynamics in the public
discourse, showing that timely topics describing heavy rain-
fall or flood damage were closely tied to immediate environ-
mental conditions in upstream areas, while post-disaster top-
ics about helping victims or volunteering were more preva-
lent in less affected areas located in both upstream and down-
stream areas. These findings highlight how social media re-
sponses to disasters differ spatially across watersheds and un-
derscore the importance of integrating geo-social media anal-
ysis into disaster coordination efforts, opening new opportu-

nities for transboundary collaborations and the coordination
of emergency response along border-crossing rivers.

1 Introduction

Rapid climate change is altering precipitation patterns, lead-
ing to more intense and frequent climate-related disasters.
The increasing number and severity of flood events can be
attributed to both climate- and non-climate-related drivers
(Clarke et al., 2022), including urbanisation in areas exposed
to flood hazards (Ionita and Nagavciuc, 2021; UNISDR,
2015). In this context, effective flood risk management re-
quires understanding how communities respond to flood
events, especially in transboundary river basins, i.e. basins
that cross political and administrative jurisdiction borders be-
tween countries, provinces, or cities (Rahayu et al., 2024).
However, upstream and downstream areas are often managed
by different governance structures and authorities, each with
its own policies, priorities, and response frameworks, which
makes it difficult to align coordination efforts and resources
across borders (Clegg et al., 2023). This paper contributes to
addressing this issue by examining the role of social media
data as a tool for capturing and analysing the responses of
communities within transboundary river basins during flood
events.
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Recent advances in social media analytics offer new tools
for monitoring and analysing public responses to disasters
(Kryvasheyeu et al., 2016; Resch et al., 2018; Wang and
Ye, 2018; Florath et al., 2024; Fohringer et al., 2015). Plat-
forms such as Twitter (currently X) or Weibo provide user-
generated content that can be analysed to reveal public per-
ceptions, behaviours, and sentiments during and after disas-
ters (Beigi et al., 2016; Karmegam and Mappillairaju, 2020).
Numerous studies have demonstrated the value of social me-
dia data for disaster management (Acikara et al., 2023; Yu et
al., 2018), improving situational awareness (Yin et al., 2012),
facilitating emergency response (Huang and Xiao, 2015), im-
proving damage estimates (Zou et al., 2018), and even pre-
dicting the impacts on flooded areas (Bruneau et al., 2021).
Specifically, the analysis of georeferenced social media posts
(hereafter: geo-social media posts) enables the mapping of
online information onto geographic spaces, making it par-
ticularly useful for early detection and damage classification
during flood events (Tan and Schultz, 2021).

One of the most devastating recent flood events in trans-
boundary river basins occurred in western Europe during
the summer of 2021, triggered by cyclone Bernd, which
brought long-lasting precipitation over the Eifel Mountains
due to orographic effects and dynamic uplift (Junghänel et
al., 2021). This event caused severe flooding across Ger-
many, Belgium, Luxembourg, France, and the Netherlands,
resulting in over 200 fatalities and significant material dam-
age (Kahle et al., 2022; Fekete and Sandholz, 2021; Schüt-
trumpf et al., 2022). Despite severe-weather warnings, com-
munication deficiencies hindered effective disaster response
(Fekete and Sandholz, 2021). In this regard, effective, swift
communication remains a challenge for situational aware-
ness across borders. Geo-social media data could help ad-
dress these issues, but few studies have examined how dig-
ital traces reflect the interconnectedness of upstream and
downstream communities in transboundary river basins dur-
ing flood events.

While several studies have applied social media and natu-
ral language processing (NLP) methods to analyse the 2021
European floods (Blomeier et al., 2024; Hanny and Resch,
2024; Moghadas et al., 2023), they primarily focused on
specific regions, such as the Ahr Valley, and did not pro-
vide a comprehensive semantic analysis of how online con-
versations emerged across borders and along the main river
basins that were impacted. Moreover, most studies examin-
ing floods through social media data have focused on urban
or regional scales (e.g. Wang et al., 2018; Tan and Shultz,
2021) without considering the specificities of the river basins
crossing these areas. A watershed approach is particularly
relevant for transboundary flood risk management because it
accounts for the interconnectedness of upstream and down-
stream communities, which often span national boundaries
(UNECE, 2009). Flooding in one part of a river basin can
have complex spatial and temporal cause–effect relation-
ships depending on both hydrographic (Gunnell et al., 2019)

and socio-environmental characteristics (Lorenz et al., 2001),
which require a comprehensive view of upstream and down-
stream response efforts for effective disaster management.

Despite the clear importance of this approach, there is lim-
ited evidence in the context of transboundary river basins,
where international collaboration is often necessary but chal-
lenging due to differences in language, governance, and
disaster management practices (Polese et al., 2024; Mehta
and Warner, 2022). Although transboundary water manage-
ment in European river basins, such as the Rhine, Danube,
and Iberian rivers, has a long-established history (UN-
ECE, 2009), effective cooperation among riparian coun-
tries still remains complex (Rahayu et al., 2024; Aall et
al., 2023). Achieving successful collaboration therefore re-
quires a deeper understanding of the natural and social pro-
cesses driving these shared risks.

In this paper, we seek to identify geo-social media users’
responses to heavy rainfall and subsequent flooding events
in a transboundary river basin context. Specifically, our anal-
ysis aims to identify the emergence of different online top-
ics throughout the flood event, with a particular focus on the
identification of topics that dominate online conversations
across the upstream and downstream areas of river basins.
To our knowledge, such a watershed-based analysis of up-
and downstream differences in flood-related geo-social me-
dia topic emergence has not been considered in previous
studies. Therefore, we aim to answer the following two re-
search questions:

1. Which geo-social media topics can be observed before,
during, and after flood disasters in a transboundary river
basin?

2. Which differences can be observed in the emergence of
flood-related geo-social media topics across upstream
and downstream areas within a river basin?

2 Data and method

The following sections describe the research area, data, and
methodological steps taken for our analysis in detail.

2.1 Research area

Our study area includes regions in France, Belgium, the
Netherlands, Germany, and Luxembourg (see Fig. 1). Within
these regions are the Ardennes and the Eifel Mountains,
which comprise a low mountain range incised by several flu-
vial valleys (Dietze et al., 2022) that are part of the catch-
ment areas of the Lower Meuse and Lower Rhine rivers. The
most important cities crossed by the Meuse River are Na-
mur, Liège, Maastricht, and Hertogenbosch. In Germany, the
Rhine River flows through the main cities of Bonn, Cologne,
and Düsseldorf. In the northeastern part of this study area
is the Escaut River, which reaches the sea near the city of
Antwerp.
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The time frame of this study is the 3 weeks from 11 to
31 July 2021, covering the precipitation peak on 14 July with
1 week prior and 2 weeks after. This time frame was selected
in line with the disaster phases commonly recognised in the
literature (e.g. Kruspe et al., 2021; Zou et al., 2018), Also,
it allowed us to capture sufficient time both before and after
the flood event to capture notable changes in precipitation
patterns and online discussions.

2.2 Data

2.2.1 Precipitation and flood data

The first dataset selected to delineate the spatial extent of
our study area is precipitation data generated using MAR
(Modèle Atmosphérique Régional) (Wyard et al., 2021).
MAR consists of simulated precipitation forced by ERA5
reanalyses, i.e. the fifth-generation atmospheric reanalysis
of the global climate carried out by the European Centre
for Medium-Range Weather Forecasts (ECMWF). Data were
provided at a 5 km spatial resolution and a 60 min tem-
poral resolution for the period of 14 June to 30 Septem-
ber 2021. It contained total precipitation in millimetres and
latitude–longitude variables in NetCDF format. This type of
regional model allows for the downscaling of global models
to finer temporal and spatial scales, providing reliable mete-
orological data to map summer rainfall at the regional level
(Doutreloup et al., 2022).

To further identify the most impacted watersheds, we used
two complementary layers of information. The first layer
contained the sections of the river network monitored by the
European Flood Awareness System (EFAS), where 6 h aver-
aged simulated river discharge exceeded the 20-year flood re-
turn period thresholds from 11 to 31 July 2021. This informa-
tion was produced by the Copernicus Emergency Mapping
Service (EMS) model-derived river discharge and was made
readily available on the Copernicus EMS website (CEMS,
2021b).

A second layer of information was used to identify the ex-
tent of the flooded zones across our study area. It was re-
trieved from the mapping portal of the Copernicus EMS (Wa-
nia et al., 2021). Activated upon request from the German,
Belgian, and Dutch authorities, the service provided mapping
outputs (the EMSR517, EMSR518, and EMSR520 datasets)
that contain remote-sensing-based information regarding the
flooding extent over these countries (CEMS, 2021a). We se-
lected the vector packages of the flood delineation products
across the period from 14 to 16 July 2021 and merged the
different layers to delineate the extent of flooded areas along
the Meuse and the Rhine rivers.

2.2.2 Hydrographic and socio-environmental data

The main data source used to describe the hydrographic com-
ponent of river basins was the HydroBASIN database from

HydroSHEDS (Hydrological data and maps based on SHut-
tle Elevation Derivatives at multiple Scales), a global dataset
that provides high-resolution digital data on river networks
and watersheds (Lehner et al., 2008). Building upon NASA’s
Shuttle Radar Topography Mission (SRTM) elevation data,
HydroBASIN offers a series of vectorised polygon layers that
depict sub-basin boundaries at a global scale (Lehner and
Grill, 2013). The data are organised into 12 hierarchically
nested sub-basin breakdowns globally, allowing for the anal-
ysis of river basins at various scales, from small streams to
large river systems. This standardised dataset allowed us to
run a consistent analysis across the five countries studied.

The HydroBASIN database also contains relevant hydro-
graphic attributes that we used to describe the size of the
catchment area (in km2) and the distance to the sink (in km).
The former is a metric that describes the potential quantity
of water that can be drained into the watershed (Lehner and
Grill, 2013). The latter provides an indication of the distance
from the watershed outlet to the outlet of the main river basin
(i.e. the North Sea) along the river network.

Three complementary datasets were used to describe ad-
ditional watershed characteristics. First, we used a digital
elevation model (DEM) from the Shuttle Radar Topogra-
phy Mission (SRTM) (Rabus et al., 2003) with a resolu-
tion of 1 arcsec (∼ 30 m) to describe the average altitude of
each watershed polygon. Second, we used a 1 km2 popula-
tion grid from EUROSTAT derived from the 2021 population
and housing census (EUROSTAT, 2021). Third, we used the
“degree of urbanisation” layer from EUROSTAT, which cat-
egorises local administrative units as cities, towns, and sub-
urbs or rural areas based on a combination of geographical
continuity and population density (EUROSTAT, 2019). The
dataset selected dated from 2020 and had a scale resolution
of 1 m (EUROSTAT, 2020).

2.2.3 Twitter data

Throughout this study, we refer to user-generated geo-social
media posts from the platform formerly known as Twitter
(now X) as “tweets”, and for consistency with our dataset,
we continue to refer to the platform as Twitter. This choice
of terminology better reflects the historical context of the
data collection process, including specific content modera-
tion practices and data accessibility, which set the original
dataset apart from the data available on X today. The georef-
erenced posts from Twitter were gathered following previ-
ous methods (Havas and Resch, 2021; Schmidt et al., 2023)
through the official application programming interface (API)
of the social media network. For each tweet, we extracted
the text, the timestamp at which it was posted, and its geo-
location. This geo-location can be manually set by the user
and is provided in the form of coordinates or a bounding box
referring to a “place”. Extracting the dataset for our time
frame and area of interest yielded a total of 14 423 tweets
to which we applied a disaster-related classification, which
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Figure 1. Study area map showing the main river streams (Escaut, Meuse, Rhine) and their corresponding transboundary river basins (shaded
in blue). The main river sections examined in this study (in red) span five western European countries: France, Belgium, the Netherlands,
Germany, and Luxembourg.

Table 1. Summary of study area characteristics in each main basin.

Escaut Meuse Rhine

Watershed area (km2) 16 498 71 008 74 093
Precipitation (mm) 91.7 115.0 106.0
Flooded area (km2) 0.01 57.9 63.7
Population density (persons per km2) 251 114 193
Geotagged tweets (N ) 1419 3090 2714

finally left us with 7223 tweets for the subsequent analysis
steps. A summary of the study area characteristics according
to the main basin can be found in Table 1.

2.3 Methodology

Our methodology consisted of several steps, including the
semantic analysis of Twitter data and the identification of
spatio-temporal patterns. Figure 2 provides an overview of
our workflow.

2.3.1 Delineation of main river basins and daily
precipitation per watershed

The most important river catchment areas affected by flood-
ing were delineated using a precipitation dataset in a two-
stage process. First, we calculated the total precipitation for
the entire study area over the period from 7 to 27 July 2021
using the MAR dataset, which provides a 5 km spatial res-

olution and an hourly temporal resolution. This allowed us
to map overall precipitation patterns across the region us-
ing a quantile classification. Next, we manually selected the
sections of the main river basins that contained areas with
more than 100 mm of rain. The delineation of sections from
the main river basins was performed using the HydroBASIN
delineation at level 7, which represents an intermediate wa-
tershed size. This level of detail was ideal to capture sub-
regional hydrographic basins, effectively reflecting precipi-
tation patterns at both regional and country scales. To iden-
tify smaller river basins and detect more localised variations
in precipitation, we utilised the HydroBASIN delineation
level 12, which served as our smallest spatial unit of anal-
ysis, referred to hereafter as the “watershed”. This level was
used to aggregate Twitter and precipitation data to provide
detailed spatial insights. Daily precipitation values were then
aggregated at the watershed level using a zonal statistics ap-
proach. Daily precipitation data were aggregated at the wa-
tershed level using a zonal statistics method. We employed
a coverage fraction technique (weighted sum) to summarise
the raster precipitation values within each watershed poly-
gon. We chose the weighted sum method that multiplies the
precipitation amount of each grid cell by the fraction of the
cell contained within the watershed, thereby refining sub-
estimates of total precipitation per watershed. All data pro-
cessing except for the topic modelling was conducted using
the dplyr, stars, sf, and exactextractr packages
in R (v 4.3.1) and R Studio (v 2024.04.2).
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Figure 2. Workflow implemented in this study to extract disaster-related tweets, identify flood-related topics at the watershed level, and
highlight patterns of dominant topic occurrence across up- and downstream watersheds.

2.3.2 Semantic classification of social media data

To identify flood-related tweets and topics, we first trans-
lated all tweets from different languages to English using
the Google Translate API. This was done to prevent later
topic formation from being mainly influenced by different
language characteristics and not the actual contents of the
tweets. Furthermore, we relied on the Google Translate API
due to its extensive language support, including regional di-
alects, which reflect geo-social media discussions across di-
verse communities. This also offers a higher likelihood that
languages beyond official national tongues, such as Turkish
or Arabic variants, are included, minimising the risk of ex-
cluding or misrepresenting sub-community discussions. Sec-
ond, we employed a fine-tuned Twitter-XLM-RoBERTa base
model developed by Hanny et al. (2024) to identify tweets
that were disaster-related, i.e. with content that refers to
the occurrence or consequences of both natural and human-
induced hazards. It classifies tweets based on their text into
the categories “unrelated” and “related” with regard to any
type of disaster event.

In a third step, we identified different topics in the disaster-
related tweets, utilising the state-of-the-art machine learn-
ing model BERTopic (Grootendorst, 2022), which consists
of five main steps to identify topics in the textual input data.
First, it converted the text of individual tweets into numerical
representations by creating embeddings using a BERT-based
algorithm (in our case, multi-qa-distilbert-cos-v1), which
maps words into a vector space designed to preserve seman-
tic relationships. Second, the algorithm reduced these em-
beddings from a 768-dimensional space into a 5-dimensional
space. For this, we used the UMAP (Uniform Manifold Ap-
proximation and Projection) dimensionality reduction algo-
rithm with five components. In this lower-dimensional space,
a clustering algorithm identified texts with similar embed-
dings. We achieved the best results in terms of topic coher-
ence by utilising a k-means clustering algorithm, where the
number of topics identified corresponds to the predetermined
number of clusters. In the fourth step, we used CountVector-
izer from Scikit-learn to transform a list of stop words into
word vectors, explicitly excluding them to allow for more
meaningful topic formation. In the last step, the most rel-
evant words per cluster were identified with the help of a

class-based term frequency–inverse document frequency (c-
TF-IDF) method. More detailed descriptions for each step
can be found in Grootendorst (2022).

Furthermore, we limited the number of topics to 30, of
which we found 19 topics to be flood related. We further ag-
gregated these 19 topics into 11 main topics that shared simi-
lar overarching themes. To cope with randomness in the topic
formation due to random starting points in the dimensionality
and clustering algorithms, we also performed a topic stability
analysis across several topic modelling iterations. For this,
we reran the BERTopic algorithm 20 times and compared
the topics that were replicated across most model iterations,
i.e. the most stable ones. To compare how frequently a spe-
cific topic appeared across iterations, we sought to identify
a threshold for the maximum allowable difference between
topics. The reasoning behind this is that the keywords defin-
ing topic A in iteration 1 can be split across several differ-
ent topics in other iterations. Hence, topic A in iteration 1
could, in theory, match several to almost all topics in itera-
tion 2. As a result, some matches will be very weak or even
misaligned, especially if we also allow for the characters of
words to change slightly. Thus, to mitigate the likelihood of
mismatches, we defined an upper-bound threshold for the
number of changes allowed between topics in different it-
erations before they are classified as a match. We found that
a 17 % difference provided such an upper bound, accounting
for slight changes in defining words while ensuring that one
topic was only matched to one other topic per iteration. To
assess differences between the keywords defining each topic,
we employed the string edit distance. Finally, we chose the
topic model iteration that exhibited the most stable topics for
our subsequent analysis (see Fig. S1 in the Supplement for
more details).

2.3.3 Identification of daily dominant topics per
watershed

Once we classified the tweets into 11 main flood-related
topic categories, we further analysed the topic that was most
frequently discussed daily within each watershed. First, we
associated the tweets with their corresponding watersheds
based on the x–y coordinates of social media posts using a
spatial join method. Next, we identified the most frequently
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discussed topics using a heuristic approach that was able to
track the evolution of online conversations and trace their
dominant character over time. The first rule consisted of
counting the number of tweets belonging to a given topic per
day and watershed and selecting the topic category with the
maximum tweet occurrence. This was calculated following
Eq. (1):

Topic_maxHYBAS, date =max
(
topic_countHYBAS, date

)
, (1)

where topic_max represents the daily dominant topic per wa-
tershed, and topic_count refers to the number of times a par-
ticular topic appeared in the conversation for a specific water-
shed (HYBAS) and date (date). The second rule consisted of
discarding topic categories with the same maximum occur-
rence. If two different topics or more had the same maximum
value, we removed them from the analysis because we con-
sidered those topics to be equally discussed and thus not rep-
resentative of the most important conversation taking place
in the watershed. While an exact solution (e.g. weighted av-
erages of topics) would have been more difficult to interpret,
this approach allowed the selection of topics that stood out
from online conversations. It also helped to reduce the bias
of over-representation affecting areas with higher social me-
dia activity because a dominant topic was systematically ex-
tracted regardless of whether the number of tweets generated
was low or high.

2.3.4 Comparison of topic locations with flood and
watershed characteristics

We assessed the relationship between dominant flood-related
topics and their locations across river basins by comput-
ing several key variables describing the flood and watershed
characteristics. First, we identified two variables to analyse
whether topics emerged in areas affected by the flood. We
summarised precipitation values according to the watershed
by computing the average amount of total daily precipitation
from the MAR dataset over the period from 7 to 27 July 2021.
The percentage of flooded areas per watershed was assessed
by dividing the extent of flooded areas delineated using the
Copernicus Emergency Mapping Service by the total area
of the watershed. Second, we employed five main watershed
characteristics to identify co-occurrences of flood-related on-
line conversation and hydrographic and socio-environmental
characteristics. These characteristics included the size of the
catchment area, the sink proximity, the elevation, the pop-
ulation density, and the degree of urbanisation at the water-
shed level (see maps in Fig. S2). The catchment area and sink
proximity values were built on the HydroBASIN database. A
low catchment area indicates a low drainage surface and thus
is associated with small river streams, while a high catch-
ment area means greater drainage surface and larger river
streams (Chorley, 2019). The sink proximity was computed
using the inverse value of distance to sink provided in the
HydroBASIN database. A low value means a long distance

between the source and the sea outlet, while a high score in-
dicates proximity to the sea. The average elevation value per
watershed was computed based on the 30 m resolution SRTM
elevation data. We also used the inverted value and labelled
this variable “low elevation” to associate high scores with
lowlands and low scores with uplands. Using the inverted
value for these two variables facilitated the readability and
interpretability of the plots. The population density was com-
puted by averaging the 1 km EUROSTAT population grid cell
value per watershed polygon. The degree of urbanisation was
computed by selecting the local administrative units (LAUs)
of the category “cities”. While these represented large cities
mainly located in the riparian zones of main rivers, we mea-
sured the coverage fraction of this layer to provide a per-
centage of the city class per watershed. The scores describ-
ing watershed characteristics were graded from low to high,
in line with an overall intuitive upstream–downstream logic.
This association was supported by a close inspection of vari-
able maps showing urban and densely populated watersheds
concentrated close to the sea, where the elevation is lower
and the size of catchment areas is larger.

Ridgeline plot is a data visualisation technique that we
used next to display the distribution of the different topics
across the continuous variable attributes. Ridgeline plots rely
upon a kernel density function that estimates the probability
density of a variable by smoothing out the distribution us-
ing a kernel, which is a continuous and symmetric function
(Wilke, 2019). To visualise the spatial variability in domi-
nant topics, we classified watersheds based on their attribute
values by creating 100 quantiles and counted the number of
times a given topic dominated the conversations over the
period from 7 to 27 July. Each distribution plot thus rep-
resents the occurrence of a given dominant topic (y axis)
based on the variable attribute calculated at the watershed
level (x axis). Variable attributes were normalised to a 0–100
scale for comparability. Ridgeline plots were created in R
(ggridges package; Wilke, 2024), and separate plots were
created for each topic and variable to compare central ten-
dencies and variability across upstream and downstream ar-
eas. For variables describing watershed characteristics, a sin-
gle peak in the middle (unimodal pattern) suggests that the
topic occurrence is most frequent in areas corresponding to
midstream river sections. Two peaks on the left and right (bi-
modal distribution) indicate that the topic is more often dom-
inant at both extremes of the basin, with a low occurrence in
mid-basin areas. A peak on the right or left suggests that the
topic is most relevant in areas associated with downstream
or upstream areas. Finally, a flat or even distribution indi-
cates that the topic is equally relevant across the entire basin
and consistent across the different parts of the river. The me-
dian value was indicated for each distribution to show the ex-
tent to which a topic falls into either downstream or upstream
locations. A delineation was also drawn for each watershed
characteristic at a score of 50 to mark the separation between
upstream and downstream locations.
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3 Results

3.1 Precipitation patterns across the main river basins

The total amount of precipitation across our study area dur-
ing the period from 7 to 27 July ranged from 30 to 199 mm
(Fig. 3). The Meuse River basin recorded abundant and
widespread rainfall, particularly in watersheds connected to
the Lesse, Ourthe, Amblève, Vesdre, and Rur rivers, with
amounts of precipitation greater than 130 mm. In the Rhine
basin, while the extent of the high cumulative precipitation
was less widespread, significant rainfall was observed in
watersheds along the Moselle, Ahr, Erft, and Ruhr rivers.
Lastly, in the Escaut river basin, higher precipitation levels
were observed in the eastern region, with a lower maximum
of 129 mm recorded over the Dyle River. The portions of
the main river basins and the watersheds that covered the
best areas with high precipitation levels consisted of a to-
tal of 479 watersheds covering an area of 6000, 28 000, and
29 000 km2 for the Escaut, Meuse, and Rhine rivers, respec-
tively. Watersheds presented an average size of 131.8, 135.0,
and 135.9 km2, respectively, providing a comparable unit of
analysis across the three main river basins.

3.2 Geo-social media topics

Table 2 illustrates the flood-related topics identified in our
geo-social media data and the corresponding number of
tweets per topic. Each topic was manually assigned a short
abbreviation for subsequent analysis. The most straight-
forward flood-related topics included the heavy rain topic
(540 tweets), which focused primarily on precipitation
events, and the help to victims topic (594 tweets), which dis-
cussed support for those affected. The volunteering and do-
nations topic (245 tweets) highlighted community assistance
during the flood. Other topics related to traffic disruptions
due to heavy rain and flooding appeared to be closely re-
lated in space and content. These were thus aggregated into a
single roads blocked topic (617 tweets). Since topics 2 (Bel-
gian flood) and 13 (Limburg flood) both focused on the same
flooded areas, they were merged into the Meuse flood topic,
comprising a total of 1108 tweets. Similarly, the Rhine flood
topic, with 905 tweets, incorporated topics 25 and 9, which
covered overlapping areas within the Rhine River basin. The
damage topic (440 tweets) also reflected the immediate im-
pacts of heavy rain and flooding and comprised two subtopics
about water damage and power outages. The last aggregated
topic was the compassion topic (576 tweets), both subtopics
of which were concerned with expressing compassion for the
victims. Beyond these, we also found three more politically
loaded topics. The mourning victims topic (358 tweets) cor-
responded to a national victim day in Belgium, acknowledg-
ing the human cost of the floods. The German politics topic
(190 tweets) focused on the discussion surrounding politi-
cians’ management or mismanagement of the flood response

in Germany. The climate crisis topic (231 tweets) captured
discussions on climate change as a contributing factor to the
flooding and presented a call to action to limit its impacts.
Overall, these topics provided a comprehensive view of the
public discourse during the flooding event, highlighting both
immediate flood-related concerns and broader socio-political
debates (see Table 2). A complete list of all topics and their
dominant words can be found in Table S1 in the Supplement.

3.3 Emergence of flood-related topics per main river
basin

Figure 4 shows stacked bar plots for each river basin, which
depict the percentage of daily flood-related tweet counts
per topic over all tweets, revealing three key findings: first,
topics were either river basin-specific (Meuse flood, Rhine
flood, roads blocked, mourning victims, German politics) or
stretched across basins (heavy rain, damage, help to vic-
tims, volunteering and donations, compassion, climate cri-
sis). Second, the timing of the topic emergence varied com-
pared to the timing of the precipitation peak. Some topics,
such as heavy rain, Meuse flood, Rhine flood, and damage,
peaked during or shortly after the precipitation maximum in
their respective basins, while others, including roads blocked,
volunteering and donations, mourning victims, and German
politics, reached their highest activity levels a few days later.
Third, the relative importance of certain topics varied signif-
icantly across river basins. For instance, the help to victims
and mourning victims topics were more prominent in the Es-
caut river basin. In contrast, in the Meuse and Rhine River
basins, the dominant topics were Meuse flood and Rhine
flood, respectively, coinciding with the more severe flooding
conditions in these areas.

3.4 Spatial distribution of dominant geo-social media
topics

To assess the spatial distribution and temporal dominance of
flood-related geo-social media topics, we analysed the num-
ber of days each topic was dominant (i.e. had the highest
number of tweets) within different watersheds for the pe-
riod from 7 to 27 July 2021 (see Fig. 5). This analysis iden-
tified places of sustained topic dominance, i.e. where cer-
tain topics were central to online conversations over an ex-
tended period. Results showed several cross-basin topics,
such as heavy rain, damage, help to victims, volunteering
and donations, compassion, and climate crisis, which were
relatively evenly distributed across river basins. These top-
ics had a low maximum number of dominant days, ranging
from 3 to 4 d, with the exception being the compassion topic,
which remained dominant for 10 d. In contrast, river-basin-
specific topics, such as Meuse flood and Rhine flood, were
concentrated along the main river courses and transcended
national boundaries. They dominated online conversations
for the longest periods, with sustained dominance reaching
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Figure 3. Map showing the study area delineation based on the total precipitation computed at a 5 km resolution for the period from 7 to
27 July 2021. The selected portions of the main river basins (HydroBASIN delineation level 7) contain lower-size watersheds (HydroBASIN
delineation level 12) covering smaller rivers and their tributaries. Rivers where the maximum water threshold was exceeded in the period
from 11 to 31 July 2021 and with drainage areas larger than 500 km2 identified by CEMS (2021b) are overlaid with thick orange. These are
the rivers most impacted by the precipitation.

up to 10 d in areas such as Maastricht and Bonn. The roads
blocked topic was notably concentrated in the Meuse and
Escaut River basins, where it maintained dominance across
large portions of the river basins and, in some watersheds,
lasted up to 8 d. Similarly, the mourning victims topic, which
also spanned the Meuse and Escaut River basins, had its
longest duration of dominance in Brussels, where it remained
central for 6 d. The German politics topic was particularly
relevant in major German cities along the Rhine River but
had a shorter dominance period, lasting no more than 3 d. Fi-
nally, the N/A topic highlights areas with no geo-social me-
dia posts, showing a lack of data from the watersheds on the
outskirts of our study area. These regions, primarily in the
southern and eastern parts of our study area, are more re-
mote and less urbanised compared to the northwestern areas,
which had higher levels of online engagement.

Figure 6 summarises the most dominant topic per water-
shed over the entire study period, highlighting a distinction
between river-basin-specific topics that sustained prolonged
dominance in areas severely affected by flooding and cross-
basin topics that were broadly distributed but short-lived.
In particular, the Rhine flood and Meuse flood topics were
most dominant along their respective river courses, span-
ning multiple countries: France, Luxembourg, Belgium, and
the Netherlands for the Meuse River and Germany and the
Netherlands for the Rhine River. In contrast, cross-basin top-

ics such as heavy rain, damage, and compassion were more
ephemeral and mainly dominated peripheral areas outside the
main river courses. Specifically, the heavy rain topic was
dominant in the headwaters of river basins, while the dam-
age topic was more prevalent in watersheds associated with
secondary rivers, mainly in the Rhine and Meuse basins. The
compassion topic also dominated secondary river areas but
was primarily dominant in regions with lower precipitation
levels.

3.5 Comparison of topic occurrence across upstream
and downstream areas

To further assess whether dominant topics emerged at spe-
cific locations across upstream and downstream areas of the
river basins, we examined the spatial distribution of topic oc-
currence in light of the flood and watershed characteristics
(Fig. 7). The goal of this analysis was to determine whether
some topics were more prevalent in specific areas within the
river basins depending on the varying precipitation, flood ex-
tent, catchment size, elevation, population density, and ur-
banisation levels of the watersheds.

Our results revealed distinct patterns in topic occurrence
across different socio-environmental conditions. The heavy
rain topic was most frequent in regions with medium to high
precipitation levels (A1) and in watersheds characterised by
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Table 2. Topic overview and the most important words.

Topic Relevant Number of
abbreviation terms tweets

Heavy rain Topic 28: flood, rain, floods, water, weather, flooding, storm, heavy, flooded, like 540

Roads blocked Topic 29: direction, near, lummen2, blocked, accident, lane, brussels2, closed, ranst2, 235
Topic 20: ring, inner, accident, near, lane, outer, blocked, zellik2, left, tervuren2 63
Topic 16: hotton2, tohogne2, ardenne2,3, roche2, travel, direction, blocked, towards, flooding, accident 10
Topic 15: samson1, gesves2, closed, towards, flooding 8
Topic 4: towards, direction, closed, near, blocked, bastogne2, li, flooding, charleroi2, travel 301

Meuse flood Topic 2: limburg2,3, water, maas1, high, flooding, venlo2, valkenburg2, maastricht2, watersnood, south 719
Topic 13: belgium, floods, liege2,3, li2,3, namur2,3, meuse1, dinant2, water, flooding, city 389

Rhine flood Topic 25: germany, flood, rhine, rain, heavy, water, erftstadt2, nrw3, cologne2, wuppertal2 460
Topic 9: ahrweiler2, flood, help, germany, donations, bonn_district_ahr2, fire, people 445

Damage Topic 26: water, basement, high, see, damage, flooded, dry, photo, house, cellar 301
Topic 10: electricity, power, warning, diesel, disaster, siren, areas, lives, without, outage 139

Help to victims Topic 5: people, affected, flood, disaster, many, victims, floods, solidarity, help, thanks 594

Volunteering
Topic 23: donations, help, donate, aid, flood, donation, thank, money, volunteers, distance 245

and donations

Compassion Topic 18: bless, god, amen, living, dead, lord, condolences, relatives, flees, crawls 207
Topic 30: good, strength, thank, family, luck, everyone, keep, people, fingers, thanks 369

Mourning victims Topic 21: belgium, national, day, victims, mourning, solidarity, floods, silence, minute, netherlands 358

German politics Topic 22: laschet4, germany, merkel4, chancellor, cdu4, german, catastrophe, people, climate, nrw3 190

Climate crisis Topic 1: climate, change, crisis, climate crisis, catastrophe, protection, energy, extreme, heat, climate action now 231

1 River. 2 City or municipality. 3 Province or region. 4 Politician or political party, with nrw: North Rhine-Westphalia and CDU: Christlich Demokratische Union Deutschlands.

less flooded areas (B1) and smaller catchments (C1), sug-
gesting that this topic was driven more by rainfall events
than by the flood extent. In contrast, the roads blocked topic
showed more nuanced distributions, appearing in both high-
and low-precipitation areas (A2) but peaking in less flooded
regions (B2) and midstream sections with medium-sized
catchments and elevations (C2). This topic was also present
across areas with varying population densities (F2) and levels
of urbanisation (G2), indicating its broader relevance across
urban and rural environments.

The Meuse flood topic was mainly dominant in water-
sheds that recorded medium precipitation levels (A3). Inter-
estingly, this topic was prominent across two distinct ranges
of flooded areas (B3), catchment sizes (C3), and urbanisation
levels (G3), underscoring its importance in both urban and
rural environments located upstream and downstream of the
river basin. The Rhine flood topic followed a similar trend
except that it was more frequently discussed in places with
high precipitation (A4) and flooded areas (B4), reflecting the
differences in flood characteristics between the two basins.

The topic reporting damage exhibited a bimodal distribu-
tion. It mainly emerged in both low- and high-precipitation
areas (A5) and across both flooded and non-flooded re-
gions (B5). Concerning the river basin’s characteristics, the
damage topic distribution showed important similarities with

the Rhine flood and Meuse flood topics (e.g. C3–4–5), but
peaks of topic occurrence did not appear at the same lo-
cations. The damage topic often emerged in different parts
of the river basins, including smaller catchment areas (C5),
higher elevations (E5), and areas with further distances from
the sink (D5), suggesting a greater occurrence in smaller
rivers in upstream areas where runoff flooding occurred.

Topics about help to victims and volunteering domi-
nated areas that recorded medium to low precipitation lev-
els (6A, 7A). Likewise, the distribution of these topics
showed a demarcated peak in areas with low flooded ar-
eas (B6, B7). These topics were mainly located in down-
stream areas with similar sink proximity (D6, D7), eleva-
tion (6E, 7E), population density (6F, 7F), and urbanisation
level (G6, G7), suggesting that these discussions stemmed
from less affected regions. Similar patterns were observed
for the compassion topic, although this topic showed no sig-
nificant peak across catchment areas (C8), with an even dis-
tribution and no clear trend in favour of either upstream or
downstream areas.

Finally, the mourning victims topic was concentrated in
low-precipitation (A9) and less flooded (B9) regions but with
a marked downstream bias (D9, E9), indicating that this
topic mainly appeared in the downstream portion of the river
basins in highly populated (F9) and urbanised areas (G9).
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Figure 4. Bar chart reporting the percentage of daily flood-related tweet counts per topic and the main river basin identified by BERTopic.
The remaining percentage represents the share of tweets unrelated to flooding. Hourly precipitation rates (mm h−1) averaged per main basin
(black line) show variations in precipitation intensity and peak time.

Both the German politics and climate change topics showed
no marked peaks aligned with precipitation (A10, A11) or
flooded area (B10, B11) but were predominantly discussed in
low-elevation (E10, E11), densely populated (F10, F11), and
highly urbanised regions (G10, G11), indicating that these
conversations were more tied to socio-political factors than
to direct environmental conditions.

4 Discussion

The results of our study revealed distinct spatio-temporal and
semantic patterns in social media responses to flood events
in transboundary river basins. Key findings show that cross-
basin topics generated prior to and during the precipitation
peaks – such as heavy rain and damage – were short-lived

and closely spatio-temporally associated with precipitation
levels and flood impacts. This suggests that these online con-
versations were mainly driven by social media users’ imme-
diate responses to changing environmental conditions in their
respective watersheds. In contrast, river-basin-specific top-
ics such as the Meuse flood and Rhine flood demonstrated
sustained prominence along the respective river courses
throughout the flood event, reflecting the long-lasting impact
of flooding on social media user activity in these areas. Spe-
cific topics such as the roads blocked topic highlighted dis-
ruptions in infrastructure, with a nuanced presence outside
the main river streams. Post-disaster topics such as help to
victims and volunteering were concentrated in less severely
affected areas either upstream or downstream, suggesting a
larger focus on the emergency and needs of the affected ar-
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Figure 5. Number of days a topic dominates flood-related conversations in a watershed during the period from 7 to 27 July 2021. Large
rivers in which the maximum threshold was exceeded are represented by thick blue lines.
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Figure 6. Map showing the overall dominant geo-social media topics per watershed during the period from 7 to 27 July 2021. Dots represent
mean precipitation per watershed (5 quantile classes). Large rivers in which the maximum threshold was exceeded between 11 to 31 July
2021 are represented by thick blue lines.

eas located nearby. Overall, our analysis indicated that the
nature and focus of online conversations varied significantly
depending on user locations in the watershed and the sever-
ity of flood impacts. This provides new insights into how so-
cial media user communities engage with flood-related dis-
cussions in both upstream and downstream parts of a trans-
boundary river basin.

4.1 The contribution of a watershed-based approach to
tracing flood conversations

The watershed-based approach implemented in this research
highlighted the relevance of using geo-social media informa-
tion at the watershed scale, especially along transboundary
rivers. While previous studies showed the relevance of social
media data in providing timely information at the national or
regional scales (Tan and Schultz, 2021; Wang and Ye, 2018),
our findings demonstrate that similar flood-related topics can
emerge in neighbouring countries, providing a broader trans-
boundary perspective on flood-related discussions.

Further, we found that flood-related conversations can
be associated with specific major river basins. Specifically,

our results showed a clear distinction between broadly dis-
tributed cross-basin topics and river-basin-specific topics in
regions heavily affected by flooding. This was especially ap-
parent for the river-basin-specific topics Meuse flood and
Rhine flood. Interestingly, these two main topics displayed
a bimodal pattern when looking at their frequency distribu-
tions across the river basin characteristics (Fig. 7). This in-
dicates that these flood-related topics were occurring across
countries at two distinct levels of the respective river profile,
suggesting that the nature and location of flood reports online
can vary depending on the hydrographic context.

Indeed, a manual inspection of sample tweets of the Meuse
flood and the Rhine flood topics showed that upstream topics
described severe flooding in specific regions, like the Vesdre
(Belgium) and Ahr (Germany) watersheds. However, topics
were also numerous downstream, but in contrast, these were
mainly focused on either reporting the flood occurring up-
stream or providing water-level updates regarding the lower
section of the Meuse River, where flood defences were not
breached (Koelewijn et al., 2023). This underlines the value
of a watershed-based approach but also shows that geo-social
media posts emerging in different hydrographic contexts can
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Figure 7. Distribution plots of dominant topic occurrences across the study area based on flood characteristics (A, B: precipitation and flooded
area) and five watershed characteristics (C–G: catchment area, sink proximity, elevation, population density, and degree of urbanisation). The
x axis represents the variables’ low (0) to high (100) values. The y axis shows the estimated kernel density, reflecting how often a topic
dominated discussions over the period from 7 to 27 July 2021. The black line indicates the median of each distribution, while the dashed line
marks the separation between upstream and downstream locations. River-basin-specific topics are highlighted with a grey background.

reflect different realities – one where the flood’s impact is
real and another where the flood is only discussed remotely
and anticipatively.

Aside from this, a high level of social media activity may
also indicate that the flood impact was less severe or that
the most critical phase of the event has already passed. This
was confirmed by the important number of topics about help
to victims and volunteering, topics that dominated areas lo-
cated in less affected regions. This type of evidence therefore
highlights the importance of being cautious when interpret-
ing peaks of flood-related topics as indicators of an actual
flood-related response and suggests that information gener-
ated from social media should always be used as a comple-

mentary source alongside verified traditional sources of in-
formation to provide a comprehensive assessment of situa-
tional awareness along the river profiles.

The topics detected using a watershed-based approach
contribute to the existing literature on the potential of geo-
social media as a valuable tool for monitoring and under-
standing public responses during disasters (Kryvasheyeu et
al., 2016; Silver and Andrey, 2019; Zou et al., 2018; Resch
et al., 2018; Fohringer et al., 2015) and for supporting
emergency management and reconstruction efforts (Tan and
Schultz, 2021; Shan et al., 2023). We advance this body of
work by showing that multiple online discussions can be de-
tected, as shown by the variety of flood-related topics identi-
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fied (Table 2). This type of topic extraction aligns with some
recent research, such as the work of Zander et al. (2023)
in Germany, who also identified similar topics. However,
through the use of a transformer-based topic modelling ap-
proach (BERTopic), we leveraged word embeddings, allow-
ing us to extract even more nuanced and fine-grained topics
specific to each river basin and relevant across the five coun-
tries studied.

4.2 Social media data biases and study limitations

4.2.1 Selection bias

One important limitation is the selection bias inherent to so-
cial media data, which means that our results do not fully
capture the broader diversity of public responses across dif-
ferent socio-demographic groups (Petutschnig et al., 2021;
Jiang et al., 2019). Twitter data represent a non-uniform sam-
ple of the population (Mislove et al., 2011); exhibit signifi-
cant biases towards specific age groups, often male and ur-
ban populations (Malik et al., 2015); and are influenced by
various factors including user behaviours (Rzeszewski and
Beluch, 2017). Besides, considering the fact that our study
area included several countries and languages, cultural dif-
ferences in the use of social media were expected. In fact, our
results reflected semantic differences across countries in geo-
social media topics that sometimes appeared to be mainly
bound to the language spoken within country and regional
boundaries (e.g. the Meuse flood topic was more frequent in
the Dutch-speaking region of Flanders in Belgium and the
province of Limburg in the Netherlands). Social media activ-
ity also tends to concentrate in highly urbanised and popu-
lated areas (Fan et al., 2020), leading to the underrepresen-
tation of remote and more vulnerable regions (Karimiziarani
et al., 2022; Forati and Ghose, 2022; Xiao et al., 2015). This
limitation was verified in our analysis, with multiple domi-
nant topics being the most frequent in densely populated and
urbanised watersheds (Figs. 7, F1–11, and G1–11).

This type of underrepresentation of rural areas in social
media data can affect the interpretation of flood impacts. For
instance, rural towns such as Schuld (BBC, 2021) and Pepin-
ster (DW, 2021) were severely devastated by the floods, re-
sulting in a high proportion of casualties per capita. Residents
in these areas might have been less likely to tweet updates
due to power outages (Reuters, 2021), mobile network fail-
ure (Koks et al., 2022), or simply because of lower digital
engagement rates. Therefore, the implications for emergency
response are that an overreliance on social media signals
could lead emergency responders to underestimate the sever-
ity of flooding in low-social-media-usage regions and priori-
tise urban relief efforts over rural recovery needs. To address
this drawback, future studies could triangulate additional
types of data sources (when available across countries), in-
cluding remote-sensing-based data and questionnaire field
surveys for detailed damage assessments or official news me-

dia sources from press articles for verified ground-level infor-
mation (Vicari et al., 2019). An information fusion approach
(Wieland et al., 2025) would also help to identify disaster
hotspots and evaluate potential cross-border biases in geo-
social media data during crisis management situations.

4.2.2 Geolocation limitations

Another limitation of this study is the potential spatial bias
in crowdsourced data. Our watershed-based approach relied
on accurately extracting geo-tagged tweets within watershed
boundaries. In our dataset, most tweet locations were pro-
vided as polygons (81 %), with an average polygon size of
185 km2 (median size of 119 km2). However, this polygon
size corresponds to the scale of European cities such as Brus-
sels (161 km2) or Düsseldorf (217 km2), and additional vi-
sual analysis indicated that most of these polygons were con-
centrated around major urban centres. Consequently, we as-
sumed that most tweets with polygon locations within a city’s
watershed area originated from these cities. Nevertheless,
this spatial discrepancy should be considered when inter-
preting sustained topic dominance in watersheds that encom-
pass large urban areas. To mitigate this issue, future research
could incorporate a higher proportion of precisely geotagged
tweets when available and refine watershed boundary delin-
eations by integrating the spatial extent of urban areas.

4.2.3 Topic stability

An additional consideration in our analysis was the inherent
variability in the semantic modelling algorithm (BERTopic)
(Grootendorst, 2022), which is not entirely deterministic and
depends on randomness in identifying topic clusters. To mit-
igate this issue, we ran the algorithm 20 times to assess the
topic stability, distinguishing between stable and unstable
clusters. We found that the keyword sets defining topic 26
and topic 10 from the damage topic only occurred across
20 % and 30 % of the iterations when allowing for a maximal
difference of 17 %. Similarly, topic 18, which was aggregated
into the compassion topic, was identified in only five itera-
tions (25 %), and the help to victims topic was stable across
nine iterations (45 %). This is because we applied a highly re-
strictive maximal difference threshold of just 17 % between
topics across iterations, which, in some cases, corresponded
to a difference of fewer than eight characters. Therefore, this
does not imply that other iterations lacked topics related to
damage, victim assistance, or compassion. Instead, it means
that the defining keywords for these topics changed by more
than 17 %, exceeding our threshold and resulting in their
classification as distinct topics when comparing across iter-
ations. This variability in keywords needs to be considered
when interpreting these less stable topics. However, future
studies could enhance topic stability analysis by incorporat-
ing ensemble approaches that combine results from multiple
iterations to form a consensus topic structure or by explor-
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ing more sophisticated embedding-based similarity compar-
isons, which allow for the capture of the underlying meaning
of keywords.

4.2.4 Dominant topic selection

Instead of computing the relative importance of each topic,
our method assigned the topic name that was most discussed
per watershed on a given day based on two main heuristic
rules: selecting the most discussed topic and removing top-
ics with the same number of maximum occurrences. A de-
tailed analysis of this dominant topic selection process re-
vealed that this method proved to be robust when selecting
the most relevant topics. Indeed, the less frequently discussed
topics were primarily affected by the filtering process (see
Table S2). For instance, 61 % of topics mentioned only once
on a given day and watershed were discarded. In contrast,
none of the most frequently discussed topics (i.e. those oc-
curring between 11 and 35 times) were removed from the
analysis. Visually, we also observed that these smaller top-
ics corresponded to more peripheral places located outside
the most impacted areas, thus carrying some noise that was
removed thanks to this method. Topic-wise, the filtering pro-
cess impacted each topic category to a relatively similar de-
gree, with the proportion of discarded topics ranging from
40 % to 70 %, except for the roads blocked topic, for which
only 24.8 % of occurrences were filtered out (see Table S3).
We found that this topic was atypical, as tweets were mainly
generated from the Touring Mobilis Twitter account, a traf-
fic information service active in Belgium and the Nether-
lands that provides real-time updates on road conditions. It
described widespread rain- or flood-induced traffic problems
occurring throughout our study area, which can explain why
it was less frequently in conflict with other topics located
closer to the flooded areas.

4.3 Implications for transboundary flood risk
management

Despite these limitations, our findings provide meaningful
implications for transboundary flood risk management. We
show that social media analytics can support the detection,
monitoring, and prediction of human responses to floods
by sharing information with stakeholders and action forces
across interconnected regions and countries. This potential
of georeferenced social media data for early-warning pur-
poses contributes to a variety of previous studies in the field
of disaster risk reduction (Havas and Resch, 2021; Rossi et
al., 2018; Schmidt et al., 2025; Stollberg and de Groeve,
2012).

First, topics dealing with heavy rainfall can indicate prob-
lematic precipitation in upstream areas and thereby help to
anticipate dangerous water flows in upstream areas or over-
flow flooding in downstream areas. Another topic that has po-
tential for disaster early warning is the one informing about

blocked roads. This topic could be used to identify increases
in road traffic issues, especially in remote, rural environ-
ments located in the upper parts of the watershed, thereby
allowing for the improvement of emergency resource alloca-
tion. In both cases, this type of information complements tra-
ditional meteorological information from radar images and
other satellite-based flood signals (Jongman et al., 2015) be-
cause it can inform about the on-site, problematic impact of
heavy precipitation on human activities.

Second, river-basin-specific topics might allow for the
identification of the sections of the main river basins affected
by overflow flooding and show the extent to which water lev-
els are unusually high during disaster events. This becomes
helpful for policymakers and emergency responders when it
comes to targeting interventions at the lower parts of the river
where people are at the most risk of stream overflow, en-
abling the organisation of timely emergency assistance where
needed. In this regard, Restrepo-Estrada et al. (2018) simi-
larly emphasised the ability of geo-social media data to im-
prove streamflow estimation. Damage-related topics, on the
other hand, may be used for rapid damage assessment of run-
off flooding. This topic might also help us to detect smaller
and more indirect effects of the flood, such as flooded base-
ments and power failures, which dominated conversations in
different parts of the main river sections affected by the flood.

Third, post-disaster response topics focused on helping
victims and volunteering initiatives and can be used further
to identify where help is either called for or coming from in
a transboundary river basin during the recovery phase. Once
the location associated with the tweet has been verified, it
can be leveraged to trigger faster emergency relief operations
across regional or national borders. Finally, topics related to
mourning victims, politics, or climate change enable a deeper
understanding of the concerns of those living outside the im-
pacted areas and thereby provide a remote perspective on the
causes and potential mismanagement of the flood disaster.

Future research could explore how different countries
within a shared river basin can use such information to bet-
ter communicate and coordinate emergency responses in the
face of a transboundary flood. This, however, must also be
developed in parallel with the creation of standardised tech-
nical and legal frameworks for international disaster manage-
ment (Gilga et al., 2024). Since the ex-post analysis provided
here has not been tested in real-time to address emergency
situations, studies in the field should therefore focus on de-
veloping methods able to identify dominant topics in near
real-time and over shorter time windows. To meet this chal-
lenge, we emphasise the critical need for social media data
providers to allow API access in emergency situations trig-
gered by disaster events.
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5 Conclusion

Our study provides a novel perspective on flood-related dis-
cussions on social media by adopting a watershed-based ap-
proach to analyse the emergence of topics and their distri-
butions in transboundary river basins. Our findings reveal
distinct spatio-temporal dynamics in the public discourse,
showing how timely topics describing heavy rains or flood
damage were closely tied to the immediate environmental
conditions in the upstream areas, while post-disaster top-
ics about helping victims or volunteering were more preva-
lent in areas less affected by flooding located both upstream
and downstream. This understanding of how social media
conversations evolve in relation to flood severity and water-
sheds’ socio-environmental characteristics offers new oppor-
tunities for integrating geo-social media analytics into trans-
boundary flood risk management. By enhancing the under-
standing of how social media users engage with flood-related
information along river streams, this approach provides a
framework for future studies to explore the interplay be-
tween environmental conditions, social media engagement,
and transboundary collaboration in disaster contexts. Ulti-
mately, by incorporating insights from social media into tra-
ditional disaster management strategies and tools – such as
early-warning and monitoring services – future research and
policy initiatives can enhance transboundary coordination in
flood response and recovery efforts while more effectively
addressing the needs of populations that are increasingly ex-
posed to climate risks.

Code availability. The code to reproduce the tweet translation,
the topic modelling, and the topic coherence analysis can be
found in the corresponding GitHub repository: https://github.com/
DorianZGIS/Tracing-online-flood-conversations-across-borders.
git (Dorian, 2025).

Data availability. The datasets supporting the description water-
shed characteristics – including catchment areas, sink proximity, el-
evation – are freely available from Lehner et al. (2008). The 1 km2

population grid is also freely accessible (EUROSTAT, 2021) along
with the degree of urbanisation layers (EUROSTAT, 2019). The
dataset describing the extent of flooded zones can be found from
the Copernicus EMS website (https://climate.copernicus.eu/esotc/
2021/flooding-july, CEMS, 2021a). Precipitation data derived from
the MAR model can be obtained upon request from the Climate Lab
at the Department of Geography, University of Liège. Due to com-
mercial restrictions and company policies, we are unable to make
the Twitter (now X) data publicly available. Researchers interested
in accessing the Twitter data for collaborative and/or non-profit sci-
entific purposes are encouraged to contact us directly.
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