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Figure 3. Illustration of active learning (AL) for maximizing the objective function zt(mw) with fixed value lt, marked with dashed line in

the plots in the left panel. The solution mw,t is approximated with the sample point m̂w,t. The loss samples before and during the AL steps

are shown on the left panel. The approximations of the objective function, either with kernel density estimation (KDE) or Gaussian process

regression (GPR), are shown in the right panel.

fΘ|L (θ|lt) can be evaluated analytically. It is a normal distribution, whose mean vector is the representative earthquake scenario

for a return period t.

We set σ = 0.5, and use return periods of 50yr, 100yr, 500yr and 1000yr. The resulting exact representative earthquake

scenarios with the loss occurence approach are: θ50 = [7.42,3.42]ᵀ, θ100 = [7.51,3.21]ᵀ , θ500 = [7.69,2.81]ᵀ , and θ1000 =

[7.75,2.65]ᵀ. We use them to verify the proposed sampling-based algorithm.280

To estimate θt with the proposed methodology, a synthetic earthquake catalog with n= 2× 104 random scenarios is em-

ployed. We simulate the losses once at each scenario, approximate lt, and compute the KDEs at each scenario. The KDEs

are based on n2 = 200 loss values, computed with Gaussian kernel, and the bootstrap variance with nb = 100 repetitions. We

perform GPR with a training set of size ntrain = 1500, which is constructed as described in Section 3.3.

The maximum number of AL iterations is n3 = 1000, where at every step the losses are evaluated at ns = 2 scenarios285

nl = 10 times, for each return period. The procedure stops after the maximum AEI is below ε, with r = 0.001, for at least
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