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Abstract. Debris flows affect people and infrastructure
around the world, and as a result, many numerical models
and modelling approaches have been developed to simulate
their impacts. Observations from instrumented debris-flow
channels show that variability in inflow depth, velocity, and
discharge in real debris flows is much higher than what is
typically used in numerical simulations. However, the ef-
fect of this natural variability on numerical model outputs is
not well known. In this study, we examine the effects of us-
ing complex inflow time series within a single-phase runout
model utilizing a Voellmy flow-resistance model. The inter-
actions between model topography and flow resistance were
studied first using a simple triangular hydrograph, which
showed that simulated discharges change because of local
slopes and Voellmy parameters. Next, more complex inflows
were tested using time series based on 24 real debris-flow
hydrographs initiated from three locations. We described a
simple method to scale inflow hydrographs by defining a tar-
get event volume and maximum allowable peak discharge.
The results showed a large variation in simulated flow depths
and velocities arising from the variable inflow. The effects of
variable-inflow conditions were demonstrated in simulations
of two case histories of real debris flows, where the varia-
tion in inflow leads to significant variations in the simulation
outputs. The real debris-flow hydrographs were used to pro-
vide an indication of the range of impacts that may result
from the natural variability in inflow conditions. These re-

sults demonstrate that variation in inflow conditions can lead
to reasonable estimates of the potential variation in impacts.

1 Introduction

Debris flows are a common hazard in mountainous terrain.
They are characterized by periodic, surging flows of water
and debris in channelized paths that can affect people and in-
frastructure, with disproportionate effects on lower-income
countries (Hungr et al., 2014; Dowling and Santi, 2014). The
severity and extent of damages from debris flows are largely
dependent on flow velocities and depths (Jakob et al., 2012),
which are often estimated using numerical runout models.
The numerical runout models typically used in engineering
applications make significant simplifications of debris-flow
physical processes and are generally unable to simulate the
complex, surging flow that characterizes debris flows. In this
study, we examine how different inflow conditions, gener-
ated from real debris-flow hydrographs, affect the modelled
debris-flow velocities and flow depths.

Monitoring stations operated in debris-flow channels
around the world have collected detailed observations of flow
depths, and in some cases surface velocities, using laser scan-
ners, radar measurements, geophones, pressure transducers,
and other technologies (Hürlimann et al., 2019). The de-
tailed quantitative data from these instrumented channels
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confirm eyewitness accounts of debris flows exhibiting surg-
ing behaviour, with episodes of greater flow depths, often
composed of more debris- and sediment-rich material, sep-
arated by lower flow depths composed of more water-rich
material. The formation of surges has been attributed to hy-
draulic roll waves, segregation of coarse material forming
wave fronts, or the mobilization of sediment stores (either
channel bed or bank failures) (Hübl and Kaitna, 2021, and
references therein). Theoretical examinations of the devel-
opment of surges have included solid–fluid mixture theory,
with unsteady, coupled changes in fluid pressures and gran-
ular temperatures leading to the unsteady nature of the flow
(Iverson, 1997), or variation in the basal resistance and pore
pressure, with material segregation resulting in a drained,
higher-resistance flow front progressively transitioning to a
fully fluid flow (Hungr, 2000). Models employing these the-
ories can reproduce surge formation; however, the simulated
flows are not as complex as observed real debris flows.

Some studies have used hydrological methods for estimat-
ing debris-flow hydrographs, where a water flow hydrograph
is estimated, then bulked with a sediment component (Chen
and Chuang, 2014; Gregoretti et al., 2016). However, the
intensity and duration of the precipitation may not be the
only control on the debris-flow behaviour. Geomorphological
boundary conditions, including type, abundance, and produc-
tion of loose sediment, substantially influence debris-flow
initiation (e.g., Bennett et al., 2014). The proportion of the
catchment area contributing to a debris-flow event may also
vary substantially, from isolated sediment sources subjected
to a “fire hose effect”-triggering mechanism (e.g., Berti et
al., 2020) to much more diffuse sources leading to debris-
flow initiation in only part of a catchment area (Coviello et
al., 2021). The coupled hydro-morphodynamic model pre-
sented by Kean et al. (2013), which considers interactions
between rainfall, sediment characteristics, and channel ge-
ometry to reproduce observed surging behaviours of debris
flows, is an example of a model that considers these boundary
conditions. Despite progress in making detailed observations
and modelling debris-flow initiation and surging behaviour,
the state of practice for predicting debris-flow hydrographs
relevant for engineering hazard assessment still relies heav-
ily on empirical peak discharge estimates (e.g., Rickenmann,
1999).

There are many numerical models in use for estimating
debris-flow impacts and intensities, with varying levels of
physical complexity and different numerical schemes em-
ployed (see McDougall, 2017, for a summary). Extensive
work has been done to develop models that explicitly con-
sider the interactions between solids and fluids in a debris-
flow event, referred to as a multi-phase flow (Leonardi et al.,
2014; Iverson and George, 2014; Mergili et al., 2017; Pu-
dasaini and Mergili, 2019). Although multi-phase flow mod-
els are more realistic representations of real debris-flow pro-
cesses, the level of detail required to define the model in-
puts limits their application in many information-poor con-

texts. For this reason, many equivalent-fluid models, where
the bulk behaviour of the material is represented by a sin-
gle, semi-empirical rheology, remain in common use for en-
gineering practice (e.g., McDougall and Hungr, 2004; Chris-
ten et al., 2010).

Initial conditions must be specified for both the multi-
phase and equivalent-fluid modelling approaches as either a
“dam break” or “block” start with a predefined source vol-
ume and an initial velocity of zero or an inflow hydrograph
at some location along the channel. It can be challenging
to assign an initiation location and volume for a block start
when performing predictive analysis. Even in the back anal-
ysis of debris flows, it can be difficult to determine the initial
source location and volume and the amount of path material
entrained during an event. The use of equivalent-fluid models
with a block start has been criticized for not being in static
equilibrium at the beginning of motion (Iverson and George,
2019). However, the assumption of instantaneous strength
loss, with the equivalent-fluid parameters representing the
liquefied mass, is commonly used to examine the flow-like
behaviour of events, acknowledging that the models do not
represent the mechanisms of the transition from in-place to
flowing material (Aaron et al., 2018).

For practical engineering applications, flow depths and ve-
locities on the debris-flow fan are often what govern debris-
flow risk as this is where people and infrastructure tend to
be. Thus, using an input hydrograph to simulate the arrival of
material on the fan is a potential efficient method to keep the
modelling approach relatively simple while better account-
ing for complex debris-flow behaviour. Hydrograph inputs
have been developed for other debris-flow runout models
(e.g., Chen and Lee, 2000; Christen et al., 2010; Schraml et
al., 2015; Mergili et al., 2017; Deubelbeiss and Graf, 2013);
however, selecting an appropriate inflow hydrograph is also
a significant challenge, especially considering the variability
in natural debris flows highlighted earlier.

The objectives of this paper are to

– explore how different inflow hydrograph initial condi-
tions affect downstream flow depths and velocities,

– explore how the flow-resistance model interacts with the
inflow conditions, and

– apply complex inflow conditions to back-analyze two
debris-flow case histories.

We describe the methodology for the numerical runout mod-
elling and input hydrograph generation in Sect. 2. We present
a parametric analysis with varying flow resistance and inflow
conditions using numerical models with a simple geometry (a
“numerical flume”) in Sect. 3 and demonstrate the effects of
complex hydrographs on simulations of real events in Sect. 4.
Sections 5 and 6 include discussions and conclusions, respec-
tively.
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2 Methodology

To explore the effects of inflow hydrograph shape on simu-
lated runout, we first investigated a simple model and pro-
gressively added complexity. In this section, we describe the
runout model used, the simple synthetic topography used to
test triangular hydrographs, and complex hydrographs de-
rived from records of real events. Finally, we applied the
complex hydrographs to cases with natural terrain. This ap-
proach allows us to examine the interplay between inflow
conditions, flow resistance, and simulation outputs.

2.1 Runout model

In this study, we modified Dan3D, a semi-empirical, depth-
averaged, Lagrangian model that simulates landslide motion
over 3D terrain (McDougall and Hungr, 2004). Dan3D treats
the moving landslide mass as an equivalent fluid whose be-
haviour is governed by its internal and basal flow resistance
(Hungr and McDougall, 2009). The momentum conservation
equations are

ρh
Dvx

Dt
= ρhgx − kxσz

∂h

∂x
+ τzx − ρvxE, (1)

ρh
Dvy

Dt
= ρhgy − kyσz

∂h

∂y
, (2)

where ρ is the bulk density; h is the bed-normal thickness;
vx and vy are the x and y components of the velocity, where
x is in the local direction of motion; gx and gy are the x and
y components of gravity; kx and ky are the stress ratios (ratios
of horizontal to vertical stresses in the x and y directions);
σz is the bed-normal stress; τzx is the basal shear resistance;
and E is the entrainment rate (Hungr and McDougall, 2009).

The coordinate system is bed-normal and aligned with the
local direction of motion, so the basal resisting stress and
entrainment terms only appear in Eq. (1).

Note that throughout this paper, we use the term thickness
to refer to the distance in the local bed-normal direction and
depth for the vertical distance. The internal rheology is repre-
sented by an internal friction angle, which is used to calculate
the stress ratios (kx,y) within the moving mass as a function
of longitudinal strains (McDougall and Hungr, 2004). The
model allows for several possible basal shear resistance rela-
tionships to be selected, allowing for changes in material be-
haviour along the flow path (Hungr and McDougall, 2009).
In this study, we use the Voellmy flow-resistance model,
which is commonly used by researchers and practitioners to
simulate debris-flow motion (see Dash et al., 2021, for a sum-
mary of debris-flow case histories calibrated with a Voellmy
model).

The Voellmy flow-resistance model is defined as

τzx =−σzf +
ρgv2

x

ξ
, (3)

Figure 1. Schematic of the SPH technique to interpolate the free
surface from the simulation mass particles. The length of influence
is three smoothing lengths.

where f is the Voellmy Coulomb friction parameter, and ξ is
the Voellmy velocity-dependent resistance parameter, com-
monly referred to as the turbulence parameter.

As can be seen in Eq. (3), higher values of ξ lead to lower
values of basal shear resistance.

Dan3D uses the smoothed particle hydrodynamics (SPH)
numerical technique to discretize the moving mass and al-
low for behaviours such as flow splitting. SPH is a mesh-free
continuum method, which discretizes the moving mass into
a set of particles: forces are calculated at the particles, re-
sulting in their displacement, while a free surface is interpo-
lated between the particles to define the stress conditions that
give rise to the forces at the particles. Dan3D calculates flow
thickness using a Gaussian kernel at each particle, and the
free surface at any location is the summation of each kernel’s
contribution at that location, as shown schematically in Fig. 1
(McDougall and Hungr, 2004).

The Dan3D numerical model was originally developed us-
ing a block start initial condition, where the debris-flow mass
is fully fluidized at the starting time in the model (Hungr and
McDougall, 2009). Here, we developed a modified version of
Dan3D that allows for fluid particles to be added to the model
throughout the simulation so that a wide variety of input hy-
drographs can be used. The smoothing length calculation that
determines the size of the Gaussian kernel (Fig. 1), thus the
contribution of each particle to the free surface calculation at
a given point, is updated using the dynamic formula outlined
by McDougall and Hungr (2004):

l =
B√
N∑
i=1

hi
Vi

N

, (4)

where l is the smoothing length, B is the input smoothing
length constant, N is the total number of particles, hi is the
bed-normal thickness at particle i, and Vi is the volume of
particle i.

The modified model calculates an initial value of the
smoothing length at time zero based on the initial particle(s)
in the model. The number of initial particles depends on the
input hydrograph (discussed in Sect. 2.5). The smoothing
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Figure 2. Idealized channel topography used for numerical experiments.

length calculation can become unstable early in the simula-
tion, and if the value becomes more than 10 times the initial
value, the model resets the smoothing length to the initial
value. We chose a limit of 10 based on initial testing that
showed this value would prevent the smoothing length from
approaching infinity early in the simulation while not inter-
fering with the normal fluctuations in Eq. (4). Initial testing
shows that the smoothing length calculation generally stabi-
lizes within 20 s (model time) of the simulation start.

The original version of Dan3D utilized multiple flow-
resistance models, which can be assigned to areas within the
model domain (e.g., allowing for different flow-resistance
behaviours in the source area and the deposition area). For
this study, we have modified the model to allow for the par-
ticles to have different flow-resistance behaviours (i.e., the
flow resistance is associated with the particle, not the loca-
tion).

2.2 Numerical flume

We developed an idealized model terrain to conduct numer-
ical experiments on the effects of varying inflow conditions
and flow-resistance parameters on the discharge, flow depth,
and flow velocity downstream. This numerical flume has a
longitudinal profile with a constant 40 % slope (22◦) for the
first 780 m and then gradually transitions to a 17 % slope
(10◦) over the remaining 1220 m (Fig. 2). The cross section
of the model geometry used a smooth curve to define a 10 m
deep channel that is 40 m across at the crest with a grid spac-
ing of 3 m. The slopes and channel dimensions for the curved
portion of the numerical flume are within the range observed
in the upper fans of large debris-flow catchments in south-
western BC (Zubrycky et al., 2021a).

2.3 Triangular inflow hydrographs

We used two approaches to generate the inflow hydrographs:
an idealized triangular input and scaled hydrographs ob-
served in the field. A triangular hydrograph is described by
the peak discharge (Qp), the total inflow duration (tin), and
the time to peak (tp), with the total volume (V ) defined by
the area of that triangle. Several empirical equations exist
for estimating the peak discharge of a debris flow (see Rick-
enmann, 1999, for a summary), and in this study we uti-
lize the equation based on Froude similarity from Ricken-
mann (1999):

Qp = cV
5/6, (5)

where c is a constant that ranges between 0.001 and 1, with
values of 0.01 typical of muddy flows and 0.1 typical of gran-
ular flows (Ikeda et al., 2019). This equation generally agrees
with other empirical relationships fit through purely statisti-
cal methods (e.g., Mizuyama et al., 1992; Bovis and Jakob,
1999).

With the volume and peak discharge, one can calculate the
total inflow duration, but the time to peak must be selected.
A recent study of debris flows in the Moscardo catchment in
Italy from 2002 to 2019 showed a typical surge duration to
be approximately 6 times the time from debris-flow initiation
to the peak discharge (Marchi et al., 2021). In this study, the
time to peak for the triangular hydrographs is taken as 20 %
of the total inflow duration, similar to the general shape found
by Marchi et al. (2021) and Hübl and Kaitna (2021).

For this study, we used a triangular hydrograph with a total
volume of 100 000 m3 and a peak discharge of 1000 m3 s−1.
This volume is within the range of relatively large natural
debris flows in the southwestern BC area (Zubrycky et al.,
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2021a) and well within the range of events used to cali-
brate the empirical relationships from Rickenmann (1999).
The peak discharge corresponds to a value of c = 0.07 in
Eq. (5), which is near the typical value for a stony debris
flow of 0.1 reported by Ikeda et al. (2019). We conducted
a parametric study by systematically varying the Voellmy
parameters, f between 0.1 and 0.4 and ξ between 25 and
500 m s−2; extracting flow depths and velocities; and calcu-
lating the discharge at 1 s increments along cross sections
distributed down the model slope. We input all particles at
x = 300 m, and tested the sensitivity to the inflow location by
varying the input distance between x = 300 and x = 750 m.
We also tested the effects of changing the inflow hydrograph
by generating a triangular hydrograph with a peak discharge
of 2940 m3 s−1 corresponding to a c = 0.2 in Eq. (5) for the
same volume of 100 000 m3. The c value we selected is an
upper envelope from the real-event hydrographs compiled in
this study (Sect. 3). We calculated Froude numbers and for
both peak discharge cases and compared them to reported
values for debris flows.

The effects of modelling a surge consisting of parti-
cles with basal resistance defined by two Voellmy materials
were also examined. A triangular inflow hydrograph (Qp =

1000 m3 s−1) was used as the basis for the two material sim-
ulations, with a higher f parameter on the rising limb than
the falling limb of the hydrograph. This is meant as a simpli-
fied test of the idea of contrasting flow-resistance behaviours
resulting in debris-flow surges proposed by Hungr (2000).

2.4 Scaled, real hydrographs

We assembled a dataset of real debris-flow events with high
temporal resolution of velocity measurements coupled with
flow depth measurements, allowing us to estimate discharge
over time. We used these events as prototypes for the mod-
elled inflow into the numerical flume by scaling the dis-
charge. The three sites are Lattenbach, Austria; Dorfbach,
Switzerland; and Spreitgraben, Switzerland. They are de-
scribed in detail in Sect. 3. We kept the inflow duration con-
stant and multiplied the instantaneous discharge by a scaling
factor at each time step to obtain a target total volume. We
used Eq. (5) to validate that the scaled peak discharge was
within a reasonable range for the event volume with an as-
sumed value of the constant c. If the scaled Qp value was
unreasonable, we increased the inflow duration to maintain
the Qp value within the target range.

As with the triangular hydrographs, we calculated Froude
numbers and compared them to literature values for debris
flows after applying the scaling. We calculated the intensity
index, IDF = dv

2, where d is the flow depth, and v is the
depth-averaged velocity (Jakob et al., 2012), at various loca-
tions along the model channel. The intensity index is com-
monly used in hazard assessments to calculate building dam-
age from debris flows.

Finally, we tested the sensitivity of simulated impact ar-
eas and flow intensities to varying inflow conditions for real,
complex topography. The two examples modelled, Mount
Currie and Neff Creek, are from southwestern BC, where
mapped deposits and field observations provide estimates
of flow depths and velocities that were compared to the
simulation results. Both sites have at least partial airborne
lidar coverage before and after the events for estimates
of the deposited volume. We assumed a bulk density of
2000 kg m−3 for the deposited material and a solids density
of 2600 kg m−3. We assumed the material in the deposit had
a greater density than the flowing material due to drainage
and consolidation of the deposited material over time. For
the simulations, we assumed the flowing material was fully
saturated with a solids content of 50 % by volume, result-
ing in a bulk density with flowing of 1800 kg m−3, or a to-
tal volume considering bulking and water content approx-
imately 1.5 times greater than the deposit volume. For all
cases, the model topography consisted of a 3 m DEM of pre-
event conditions. We modelled each event using the 24 real
input hydrographs scaled to the observed event volume and
selected Voellmy parameters based on calibrations not con-
sidering variable inflows. To better represent the inferred de-
position between stages of the second event (Neff Creek), we
implemented a method to represent deposition during flow.
We used a Monte Carlo approach that randomly divided the
total event volume into four stages and randomly selected an
input hydrograph for each of those stages. After each stage,
we reduced the final deposit grid by a factor of 0.65 to ac-
count for drainage and consolidation (consistent with the as-
sumptions for bulking for the simulation volume estimates)
and merged it with the topography grid.

2.5 Hydrograph discretization

We numerically integrated the instantaneous discharge hy-
drographs for both the triangular and real hydrographs to cre-
ate a time series of cumulative volume versus time. We then
divided the time series by the total event volume to create
unit hydrographs and scaled the unit hydrographs to achieve
the desired inflow volume. We completed the scaling by mul-
tiplying the target volume by the unit hydrograph (assuming
the inflow duration is fixed) or by adjusting the inflow time
to result in a peak discharge corresponding to a target c value
in Eq. (5).

We generated a cumulative inflow curve from the scaled
hydrograph and discretized it into the SPH particles for the
simulation. We used a total of 4000 particles in all simula-
tions, with the total volume divided equally between the par-
ticles. The particles entered the model domain at a defined
inflow line with initial particle positions sampled randomly
along that line. We estimated the starting velocities, v, using
the following equation (from Rickenmann, 1999):

v = 2.1Q0.33S0.33, (6)
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Figure 3. Workflow for Dan3D with a hydrograph input. The magenta outlines indicate steps specific to a triangular hydrograph input, while
the blue outlines indicate steps specific to a scaled, real hydrograph input.

where S is the channel slope.
We have summarized the runout modelling process as a

flow chart in Fig. 3. The “Define Hydrograph” workflow is
implemented in R, and the “Modified Dan3D” workflow is
implemented in C++. We present a visualization of the hy-
drograph discretization process in Fig. A1 in the Appendix.

3 Hydrograph data

The real debris-flow hydrographs are from three sites: Lat-
tenbach, in western Austria, and Dorfbach and Spreitgraben,
both in Switzerland. Lattenbach drains an area of approxi-
mately 5 km2 and flows through the community of Grins be-
fore joining the Sanna River at the community of Pians. The
watershed is characterized by deep-seated landslides in weak
metamorphic rocks, such as phyllites, and more competent
limestone (Hübl and Kaitna, 2021). Dorfbach is in south-

ern Switzerland, where it drains an area of approximately
6 km2 and contains a fast-moving rock glacier as the primary
debris source (Jacquemart et al., 2017). There is significant
infrastructure near the Dorfbach site, including a road, rail-
way line, and several houses (Deubelbeiss and Graf, 2013).
Spreitgraben is in central Switzerland with a catchment area
of approximately 4 km2. The debris-flow channel follows an
avalanche path, with debris sourced from talus slopes and
recent rockfall deposits within the catchment. There is sig-
nificant infrastructure near the Spreitgraben site, including a
road, natural gas pipeline, and several houses (Jacquemart et
al., 2015).

There are records of nine debris flows at Lattenbach be-
tween 2007 and 2018 (Arai et al., 2013; Hübl and Kaitna,
2021). The 2007 event records are from Pians, and all others
are from higher in the channel at Grins. Three of the debris-
flow records were split in two to remove periods with ex-
tended low flow between high-flow periods (low-flow peri-
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Table 1. Summary of hydrographs from monitored catchments at Lattenbach (Hübl and Kaitna, 2021) and Dorfbach and Spreitgraben
(Jacquemart et al., 2017).

Site Date Volume Duration Qp Comments
(m3) (s) (m3 s−1)

Lattenbach, 20 Jun 2007 11 080 570 204 Extracted from 1 h of continuous data, both
Austria 6010 600 84.3 events with intermittent surges

1 Sep 2008 14 040 404 384 Intermittent surges

9 Aug 2015 8710 650 49.8 Extracted from 49 min of continuous data, single
9390 600 68.5 surges followed by relatively constant flow

9 Aug 2015 3190 400 38 Single surge followed by gradual rise and fall in flow

16 Aug 2015 4040 800 11.9 Relatively constant flow without major surges

10 Sep 2016 25 700 1100 158 Intermittent surges

29 Jul 2017 12 300 1000 64.4 Single surge followed by lower discharge
intermittent surges

30 Jul 2017 31 000 1350 87.6 Relatively constant flow without major surges

4 Jun 2018 2880 310 21.8 Extracted from 46 min of continuous data, first event
9000 680 109 single surge, second event single large surge followed

by smaller surges

Dorfbach, 4 Jun 2011 975 598 29.1 Intermittent surges

Switzerland 3 Jun 2012 71.9 53 7.9 Single surge
314 54 25.4 Compound surge

2 Jul 2012 85.8 85 9.1 Two surges
90.9 66 5.9 Compound surge
118 44 19.3 Two surges

18 Jun 2013 1660 65 113 Compound surge
6 Jun 2014 1190 188 91.8 Intermittent surges
11 Jun 2014 627 18 146 Single surge

29 Jul 2014 2280 190 80.6 Compound surge
1130 301 109 Single surge followed by smaller surges

Spreitgraben, 30 Aug 2014 2120 60 131 Compound surge
Switzerland

ods ranging from 410 and 540 s). There are 11 debris-flow
records at Dorfbach between 2011 and 2014 and 1 event
record at Spreitgraben in 2014 (Jacquemart et al., 2017). The
24 hydrographs used in this study, including the three split
records, are summarized in Table 1. We provided a simple
classification of the surge behaviour of each debris-flow ob-
servation as either (1) a single surge, most similar to an ide-
alized triangular hydrograph; (2) a compound surge, where
there are multiple peaks; or (3) intermittent surges, with dis-
tinct surges separated by periods of much lower flow (Hübl,
2021).

The volumes and peak discharges for the 24 cases used in
this study are shown in Fig. 4. We selected a c value of 0.2 in
Eq. (5) as an upper bound for a plausible peak discharge for
the real hydrographs, as shown by the dashed line in Fig. 4.

4 Numerical flume results

4.1 Triangular hydrographs

Hypothetical triangular inflow hydrographs were developed
following the procedure outlined in Sect. 2.3. Discharge and
peak discharge were calculated for all combinations of flow-
resistance parameters (Sect. 2.3). Selected discharge results
and peak discharge for all cases are shown in Fig. 5. Note that
we smoothed the results with a loess function using a span of
15 s to remove small variations in the data due to numerical
noise. We provide an example of the difference between the
smoothed and raw model results in the Appendix (Fig. A2).
In general, the results presented in Fig. 4 show that increas-
ing f reduces the peak discharge, and increasing ξ increases
the peak discharge. The modelled peak discharge had little
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Figure 4. Peak discharge versus volume for the cases summarized
in Table 2, with the dashed line indicating the values for Eq. (5) with
c = 0.2.

sensitivity to the f or ξ parameters when the f value was
significantly less than the model slope, shown by the rela-
tively low variation in peak discharge in Fig. 5a, b, and d
versus Fig. 5e.

We also tested the sensitivity of the extracted discharge
to the inflow location, as shown in the Appendix (Fig. A3).
The inflow location has little effect on the discharge at x =
1000 m, except when the friction parameter f is greater than
or approximately equal to the local slope at the measurement
location. We tested the sensitivity of the extracted discharge
to the initial velocity to see if the choice of Eq. (6) to esti-
mate initial velocities had a significant effect on the results
(also included Fig. A4 in the Appendix). We found low sen-
sitivity to the input velocity, implying that the Voellmy pa-
rameters quickly regulate the simulated discharge. The re-
maining analyses shown for the numerical flume all used the
x = 300 m inflow location and Eq. (6) for the initial velocity
for consistency.

The sensitivity of the discharge to the Voellmy parame-
ters for the higher-inflow Qp was consistent with the results
for the lower-inflow Qp discussed in the previous paragraph.
However, the sensitivity to ξ was more prominent, with lower
values leading to a more attenuated peak discharge (Fig. 6).

We calculated Froude numbers at the time of peak
discharge at x = 1000 m to compare with literature val-
ues. For the inflow Qp = 1000 m3 s−1 cases, the calculated
Froude values ranged from 0.32 to 4.06. Froude values
ranged from 0.32 to 4.87 for the Qp = 2940 m3 s−1 case
(Fig. A5), with the higher values corresponding to lower
flow-resistance parameters for both peak discharge scenar-
ios. These Froude numbers are within the range of values
reported for natural debris flows of 0.45 to 7.6 (Zhou et al.,
2019).

By modelling a surge consisting of particles with basal re-
sistance defined by two Voellmy materials, we found the re-
sults were most sensitive to the contrast between the ξ1 and
ξ2 parameters (Fig. 7). The peak discharge was amplified
when the resistance parameters were higher on the rising leg
(higher f1, lower ξ1) relative to the inflow hydrograph and
relative to the single flow-resistance cases (Fig. 5). This was
a result of the lower resistance material on the falling leg
pushing against the higher-resistance front. This amplifica-
tion was most pronounced when the channel slope is steep-
est, and the peak rapidly attenuates as the channel flattens.
The peak discharge is comparable to the peak discharge for
the single material simulations when ξ1 is equal to ξ2.

4.2 Scaled, real hydrographs

We ran the models using the 24 debris-flow hydrographs
summarized in Table 1, scaled to have a total volume of
100 000 m3 and a maximum Qp of 2940 m3 s−1. Figure 8
compares the extracted hydrographs at x = 1000 m with
f = 0.2 and ξ = 200 m s−2 for the Lattenbach inflow hydro-
graphs. Figure 9 compares the extracted hydrographs with
the Dorfbach and Spreitgraben inflow hydrographs. We se-
lected these flow-resistance parameters because they did not
result in attenuation of the triangular inflow hydrograph be-
tweenQp = 1000 and 2940 m s−2 at the x = 1000 m location
(Figs. 5 and 6). There was some attenuation of the largest
peak discharges, with the attenuation suspected to be related
to the limit of precision in discretizing sharp peaks in the
inflow hydrographs into particles and the tendency for the
model to attenuate sharper peak discharges (e.g., the greater
attenuation in the peak discharges shown in Fig. 6 versus
Fig. 5). The Froude number for each case at the peak dis-
charge ranged between 1.64 and 2.37 for the scaled, real hy-
drographs, which is within the expected range for a debris
flow and what was found for the triangular hydrograph in-
puts.

Flow intensity indicators (depth, velocity, and IDF) were
sensitive to the inflow conditions at four locations along the
channel (Fig. 10). The sensitivity and variability in the max-
imum flow depth and IDF decreased with increasing distance
down the channel. We attribute this to the material decelerat-
ing on the lower channel, implying the maximum depths are
related to the final thickness of material. Since IDF is calcu-
lated with the square of velocity, as the velocities decreased,
the variability in IDF related to variability in velocity also de-
creased. The cases with higherQp and lower inflow duration
tended to have greater maximum depth, velocity, and IDF;
however, both relationships have significant scatter, as shown
in the Appendix (Figs. A6 and A7).
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Figure 5. Hydrographs extracted at x = 500 m (a–c) and x = 1000 m (d–f) with varying Voellmy parameters and Qp = 1000 m3 s−1, based
on triangular input hydrographs.

5 Varying inflow conditions with real events

In the previous section we detailed how variations in flow
resistance and inflow conditions affected debris-flow depth
and velocity using an idealized synthetic topography. In this
section, we apply the scaled, real hydrograph inputs to the
much more complex topography of two natural debris-flow
sites in southwestern British Columbia, Canada.

5.1 Currie D

There are four debris-flow fans on the north slope of Mount
Currie, referred to as Currie A through D. The site is
located approximately 4 km southeast of Pemberton, BC,
Canada. The simulations shown here are for the eastern-
most fan, Currie D, which has a watershed area of 1.7 km2

and extensive talus slopes composed of granitic rocks in
the source area. A debris flow occurred on Currie D some-
time between 3 and 12 July 2019, with a deposit volume of
100 000 m3

± 5000 m3 (Zubrycky et al., 2021a). Zubrycky

et al. (2021a) calculated the volume using lidar change de-
tection with pre-event topography from 2017 and post-event
topography collected in October 2019 utilizing a UAV-lidar
system. Deposit mapping and UAV-lidar data for this event
are available online (Zubrycky et al., 2021b). One veloc-
ity estimate from a superelevation calculation, two estimates
of maximum flow depth, and two estimates of final deposit
depth are from a field survey of the site in October 2019
(Fig. 11).

The inflow location was set near the fan apex, where lo-
cal channel slope was 44 % (24◦). We used a friction param-
eter of f = 0.13 based on a preliminary calibration, with-
out variable-inflow conditions, to approximately match the
event runout and three values of the ξ parameter. By varying
the hydrograph inputs and Voellmy parameters, we observed
variability in the simulated flow depths, deposit depths, and
velocities at the points of the field observations (Fig. 12). The
results for the area impacted are aggregated in the impact
proportion plots in Fig. 12a–c. The proportion of cases im-
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Figure 6. Hydrographs extracted at x = 500 m (a–c) and x = 1000 m (d–f) with varying Voellmy parameters and Qp = 2940 m3 s−1, based
on triangular input hydrographs.

pacting an area is represented as filled contours, with a value
of 1 indicating all 24 simulations impacted that grid cell and
a value of 0 indicating no impacts in any simulation. In the
impact proportion plots, the area along the main channel was
consistent between all input hydrographs and flow-resistance
parameters; however, the three flow-resistance cases pre-
sented show slightly different avulsion patterns. The simula-
tion results at the observation points (consistent with the field
observations shown in Fig. 11) are shown in Fig. 12d–o.

Our results show some sensitivity to the velocity-
dependent resistance, ξ ; however, the results are generally
much more sensitive to the variability in the inflow condi-
tions, particularly higher in the channel. As with the results
for the numerical flume, the variability decreases downslope
as the material slows and deposits. Numerical results for each
observation are provided in the Appendix, separated by input
hydrograph (Tables A2 through A4). Similar to the results for
the numerical flume, the highest depths and velocities tend to

correspond to the largest peak discharges; however, there is
significant scatter in that relationship.

5.2 Neff Creek

Neff Creek is located approximately 25 km northeast of Pem-
berton, BC, Canada. A large debris flow occurred on the Neff
Creek fan on 20 September 2015, with an estimated deposit
volume of 220 000 m3

± 30 000 m3 (Zubrycky et al., 2021a).
The debris flow was triggered during a large-storm event fol-
lowing a dry summer (Lau, 2017). The event was charac-
terized by significant erosion on the fan, with an estimated
40 % of the event volume entrained from the upper and me-
dial portion of the fan and erosion depths of up to 14 m (Lau,
2017). The watershed area is 3.3 km2, and the source mate-
rial is composed of sedimentary rocks.

Maximum flow depths and deposit depths on the lower fan
were based on field estimates and change detection analysis
for a portion of the fan (pre-event data from 2011 and post-
event data from 2015) to check the deposit estimates. The
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Figure 7. Effects of having two sets of Voellmy parameters (f1 and ξ1 on the rising limb and f2 and ξ2 on the falling limb of the inflow
hydrograph) on the downstream discharge.

impact area was mapped using satellite imagery (Fig. 13)
and a field survey and is available online (Zubrycky et al.,
2021b). Field observations of overlapping deposit lobes sug-
gested that some material deposited during the event led to
multiple avulsions and widening of the deposits. For the sim-
ulations, we selected the inflow location on the mid-fan, ap-
proximately where the event changed from being primarily
erosional to primarily depositional, to avoid the added com-
plexity of considering entrainment within the simulation. The
local channel slope at the inflow location was 29 % (16◦).

In this study, we initially ran a set of simulations us-
ing Voellmy parameters f = 0.10 and ξ = 365 m s−2, cal-
ibrated assuming a single surge condition by Zubrycky et
al. (2019), with 24 input hydrographs scaled with a c value
of 0.2. We refer to these simulations as the variable-inflow
case (Case 1). We then completed 10 iterations using the
Monte Carlo sampling and deposition between runs out-
lined in Sect. 2.4 for the deposition-during-flow simulations
(Case 2). Finally, we considered deposition with two mate-

rials (Case 3). For this case, we followed the same proce-
dure as the deposition-during-flow case to modify the topog-
raphy between flow stages but randomly assigned f = 0.18
and ξ = 365 m s−2 to 25 % of the particles to simulate the
effect of heterogeneous flow resistance within an event. The
results of these analyses are presented in Fig. 14.

Case 1 systematically underpredicts lateral runout extents,
as well as flow and deposit thickness, at the field observa-
tion locations (Fig. 14). Cases considering deposition during
an event resulted in greater lateral spreading, shorter runout
distances, and thicker flow depths and deposits at the obser-
vation points, all of which are more consistent with the field
observations than the single-hydrograph-input cases. The de-
position cases have fewer runs than the variable-inflow case,
but each run for the topography modification cases consisted
of four randomly sampled hydrographs and stage volumes.
This variation within each simulation could contribute to the
increased variability at the observation points, despite having
fewer runs total.
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Figure 8. Comparison of input hydrographs (black lines) from the Lattenbach site and extracted hydrographs at x = 1000 m in the numerical
experiment (green lines). Note the different y-axis range for panels (d) through (l) compared to panels (a) through (c).

6 Discussion

Most numerical modelling studies of debris flows focus on
model definition, material, or flow-resistance properties. At
the same time, studies from instrumented debris-flow catch-
ments have demonstrated the large variability in discharge
that occurs in natural debris flows. In this study, we incor-
porated the natural variability in debris-flow discharge as an
input for an equivalent-fluid numerical runout model. In do-
ing so, we provide a first step towards understanding the in-
teractions between inflow hydrographs, topography, and flow
resistance within a single-phase, equivalent-fluid model.

This study utilized a SPH framework for the numerical
modelling. Some of the development, such as the method for
discretizing the inflow hydrograph into particles, is specific
to a SPH model. However, many of the interactions between
inflow and the downstream dynamics are expected to be ap-
plicable to other equivalent-fluid models. Future research us-
ing real hydrograph inputs with other single-phase numer-
ical models, as well as with multi-phase numerical models

that allow for hydrograph inputs, could provide insight into
how sensitive these behaviours are to varying inflow (simi-
lar to comparisons done at the JTC1 Workshop; Pastor et al.,
2018).

6.1 Topography and flow-resistance effects

Our modelling results highlight the topographical and flow-
resistance sensitivities of peak discharge estimates. We eval-
uated the interplay between Voellmy parameters and chan-
nel slope in a controlled manner using the numerical flume
model topography. Figures 5 and 6 illustrate that the peak
discharge is insensitive to the Coulomb friction parame-
ter (f ) at values lower than the channel slope but that peak
discharge rapidly decreases as the channel slope becomes
equal to or greater than the f value. This is an intuitive re-
sult as the best-fit f value in a Voellmy model can generally
be estimated by the local slope where material deposition
begins. The results also show that peak discharge increases
as the velocity-dependent resistance parameter (ξ ) increases,
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Figure 9. Comparison of input hydrographs (black lines) from the Dorfbach and Spreitgraben sites and extracted hydrographs at x = 1000 m
in the numerical experiment (green lines).

and the sensitivity to ξ increases with increasing peak dis-
charge, all other factors equal. The positive correlation with
peak discharge is expected as ξ generally controls the flow
velocity, with higher ξvalues generating higher velocities.

The simulated peak discharges tend to decrease as the
channel slope decreases (Figs. 5 and 6). The implication of
this finding is that, when defining inflow conditions to cali-
brate the model to an observed debris-flow event where there
is a downstream peak discharge estimate, the inflow peak
discharge will have to be either equal to or greater than the
downstream estimate if a single flow resistance is used. If
the channel slope is steeper than the f value along the chan-
nel leading to the point where a discharge estimate is ob-
tained, the downstream estimate peak discharge could be di-
rectly used as the inflow peak discharge upstream. However,
if the local channel slope is near to or lower than the f value,
the hydrograph will attenuate, and a higher inflow peak dis-
charge will be necessary to match the downstream discharge
observation. The exact value of the f parameter where sig-
nificant attenuation will occur also depends on the ξ value

used, with lower values of ξ leading to higher attenuation in
the hydrograph. For example, the modelled peak discharge
is approximately equal to the inflow peak discharge for all
cases shown in Fig. 5a and b where the local channel slope
is greater than the f value. Further in the simulation, the
peak discharge attenuates significantly where the local chan-
nel slope is less than the f value (Fig. 5e) relative to the in-
flow hydrograph and the case where the local channel slope
is still greater than the f value (Fig. 5d). Taken together, this
suggests that, when calibrating a numerical runout model to
a peak discharge estimate or using a design peak discharge
estimate for forward analysis, the topography between the in-
flow location and the location of interest has an effect on the
simulation. Furthermore, the effects of the flow-resistance
parameters and the topography are interconnected.

6.2 Effects of variable inflows

We selected 24 inflow hydrographs from discharge-versus-
time records for 21 debris flows observed in 3 natural chan-
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Figure 10. Comparison of modelled flow intensity indicators using consistent Voellmy parameters (f = 0.2, ξ = 200 m s−2). Histogram
bars indicate the distributions for the 24 real hydrographs modelled, all scaled to a volume of V = 100000 m3 and peak discharge of
Qp ≤ 2940 m3 s−1. The single triangle points represent the results from the triangular hydrograph input.

nels. The observed discharge over time for each of these
events arose from a unique combination of watershed con-
ditions, triggering conditions, channel geometry, and mea-
suring locations. Watershed characteristics and channel ge-
ometries are more or less constant for the records of mul-
tiple events from the Lattenbach site, and the same applies
to the Dorfbach site. However, even with these two factors
controlled, there was significant variability within the mea-
sured hydrographs at these sites (Table 1), which highlights
the challenge of attempting to estimate a realistic inflow hy-
drograph for a runout analysis. The approach taken in this
study is to use these real-event records as an indication of the
potential variability in the inflow conditions that could oc-
cur while recognizing that they will not be exact analogs for
events in other locations. Field monitoring of debris-flow dis-
charge is becoming more common (Hürlimann et al., 2019),
and collecting more of these data at more locations could
provide valuable information for future modelling, allowing

for a more refined selection of input hydrographs based on
site-specific information.

We demonstrated the effect of changing inflow conditions
based on the 24 inflow hydrographs by running each hydro-
graph through the idealized model geometry and extracting
flow intensity metrics, consistent with those commonly used
in hazard assessment or mitigation structure design. Flow
depths, velocities, and impact intensities (as defined by Jakob
et al., 2012) varied significantly (Fig. 10), and variability de-
creased as distance from the input location increased. The
disaggregated results provided in the Appendix (Figs. A6
and A7) show that simulations with higher Qp and lower
inflow duration tend to have higher impact intensities; how-
ever, there is significant scatter, suggesting that the variability
is affected by other characteristics of the inflow hydrograph.
When compared to the results using a simple, triangular hy-
drograph input, the maximum simulated flow depth, velocity,
or intensity index for any case generally corresponded to the
triangular hydrograph with a peak discharge set at the maxi-
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Figure 11. Currie D 2019 impacts. Hillshade derived from pre-
event (2017) lidar data provided by the Squamish-Lillooet Regional
District (a) and post-event orthophoto obtained from the 2019 UAV
survey (b).

mum allowable for the real hydrographs. This suggests that,
when modelling flow intensities in channelized conditions, a
triangular input hydrograph provides an adequate estimate of
maximum intensity.

6.3 Case histories

We examined two case histories, Mount Currie D from 2019
and Neff Creek from 2015, both in southwestern BC,
Canada, using variable inflows based on the real hydrographs
described in this study. The objective of the modelling was
not to find the specific hydrograph input that resulted in the
best match to the observed deposits but rather to examine the
variability in impacts arising from the natural variability in
discharge from the inflow hydrographs. The simulated flow
intensities showed considerable variation, even with consis-

tent Voellmy parameters (right panels in Figs. 12 and 14);
however, the variation decreased towards the distal end of
the deposit, which is consistent with the results from the ide-
alized topography (Fig. 10).

The impact proportion plots for Currie D (left panel in
Fig. 12) show distinct patterns of avulsions for the simula-
tions with different ξ values. We attribute this behaviour to
the channel being overwhelmed in the cases with lower ξ ,
which are slower, versus material leaving the channel af-
ter superelevating around bends with higher ξ . Along with
the difference in avulsion locations, there were fewer avul-
sions with higher ξ . The simulations of the Neff Creek event
showed the limitations of the variable-inflow conditions, with
a consistent underprediction of the lateral extents and over-
prediction of the runout length of the event (Fig. 14), con-
sistent with the single-surge results presented by Zubrycky
et al. (2019). To overcome this limitation, we modelled a
multiple-phase event, where the previous phases would mod-
ify the topography. This approach is reasonable as the ob-
servations from the real debris flows summarized in Table 1
indicate several instances of multiple debris flows within
1 d, modifying the topography for subsequent surges. We
achieved a better match to the observed event by modelling
the topographic modification. There are practical challenges
to applying this topography modification method to a for-
ward analysis as the number of phases where deposition will
occur must be selected, increasing the number of model runs
and model complexity. In the examples shown, considering
10 runs with random combinations of volume and inflow
conditions resulted in a reasonable trade-off between captur-
ing variability and runtime (the runtime for 10 runs with 4
phases each was approximately 32 h).

With the idealized topography, we found that a higher-
resistance flow front amplified the peak discharge (Fig. 7).
This approach demonstrates the idea of a coarse flow front
leading to surging behaviour. The effect of mixing particles
within a flow was also tested in the Neff Creek case study.
Adding in a higher-resistance material with the f value ap-
proximately equal to the channel slope upslope of the road-
way resulted in greater variation in deposit area and depths
and enhanced the runout distance relative to the variable-
inflow-with-deposition case. This increase in mobility is
somewhat counter-intuitive, with 25 % of the particles having
a higher frictional resistance. This result may be related to the
higher-resistance particles maintaining higher flow depths,
resulting in larger driving stresses within the flow. Future re-
search could be conducted to examine how multiple flow-
resistance particles mixed within a simulation can be used to
represent flow behaviours more realistically.

6.4 Selection of inflow conditions and peak discharge

We examined the sensitivity of the model results to assump-
tions regarding the location and velocity of the material en-
tering the model. We found that there may be some numerical

https://doi.org/10.5194/nhess-22-1627-2022 Nat. Hazards Earth Syst. Sci., 22, 1627–1654, 2022



1642 A. Mitchell et al.: Variable hydrograph inputs for a numerical debris-flow runout model

Figure 12. Variability in impact (a–c) and intensity (d–o) using 24 real hydrographs and three sets of Voellmy parameters. Topographic data
derived from pre-event (2017) lidar data provided by the Squamish-Lillooet Regional District. The yellow outline on the impact proportion
plots (a–c) indicates the observed impact area from the actual event.

instability related to the smoothing length calculation early in
the model, when only a small fraction of the particles have
entered the model domain, or from initial accelerations or de-
celerations of the particles as they enter the model. We rec-
ommend placing the inflow location far enough upstream of
any observations of interest to allow the simulated flow to

“spin up”. We found that a distance of approximately 250 m
upslope of the areas of interest had stable model results with
little sensitivity to inflow location (e.g., Figs. A3 and A4);
however, this is likely not a fixed value and will depend on
the topography and flow characteristics in a given case.
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Figure 13. Neff Creek 2015 impacts. Background imagery from
Planet Inc. (2021).

We implemented a scaling method that used the shape of
the observed hydrographs but allowed for a user-defined vol-
ume and peak allowable discharge. The empirical relation-
ship to estimate peak allowable discharge (Eq. 5) is com-
monly used, and there is existing guidance for selecting the
c parameter based on the debris-flow source material (Rick-
enmann, 1999; Ikeda et al., 2019). The data used to fit the re-
gression between event volume and peak discharge are very
scattered, and a wide range of c values fit a region of those

data (Rickenmann, 1999; Ikeda et al., 2019), which limits the
confidence in any specific peak discharge estimate. Despite
this limitation, we used Eq. (5) because it provides a simple
method to define an allowable peak discharge for the scaled
hydrographs.

6.5 Limitations

There are sources of uncertainty and simplifications relating
to the modelling approach and field observations that should
be considered when interpreting the results presented here.
The single-phase, equivalent-fluid model used in this study
considers the heterogeneous debris flow to be a fluid gov-
erned by simple flow-resistance models. Other models that
consider solid and fluid motion independently still do not
consider all the materials present in a flow, such as large
woody debris or individual large boulders that can have an
important influence on flows, for example, by creating chan-
nel blockages.

We applied hydrographs from specific locations to sites
in different hydroclimatic and geomorphic settings. There is
uncertainty associated with the field measurements, and the
level of uncertainty is different for each field measurement.
For example, the estimates of maximum flow depths are de-
pendent on the observation of mud lines above the final de-
posit and the depth of the final deposit. The uncertainty in the
final deposit depth is dependent on the quality of pre- and
post-event topography data. Due to the complexity of vari-
ability in the natural systems leading to debris-flow events,
our approach provides a practical way to explore the poten-
tial variability in debris-flow outcomes. When applying this
approach to forward analysis, the significant uncertainty in
the volume and mobility of future events must be recognized
as these factors can vary widely, even at a single channel.

A further limitation of this work is that entrainment is not
considered. Entrainment not only affects the volume of an
event but also influences the dynamics through momentum
transfer between the erodible bed and the flowing material
as well as modification of effective basal resistance (Iver-
son and Ouyang, 2015). Future work could consider how
entrainment interacts with these processes. Similar to the
Monte-Carlo-type random sampling employed for the depo-
sition within event cases for Neff Creek, a similar approach
could be taken to also consider different entrainment rates.
While this approach is computationally intensive, computa-
tional techniques such as GPU processing could significantly
reduce runtimes and make large Monte Carlo simulations
feasible for geohazard practitioners.

7 Conclusions

We have demonstrated how variable-inflow conditions, based
on real observations of debris-flow events, can result in vari-
ability in numerical runout model results. We developed a
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Figure 14. Variability in impact (a–c) and intensity (d–o) for the different Neff Creek simulations. The yellow outline on the impact pro-
portion plots (a–c) indicates the observed impact area from the actual event. Topographic data derived from pre-event lidar data provided
by BC Hydro. Results at Point C are not shown because the simulated maximum flow and final deposit depths were less than 0.5 m for all
simulations.

modified version of the Dan3D runout model that allows for
a hydrograph input. We tested the interactions between to-
pography, Voellmy parameters, and inflow conditions for an
idealized model topography. This approach demonstrated the
combinations of inflow conditions and flow-resistance pa-
rameters that can lead to relatively steady flow, peak dis-
charge attenuation, or peak discharge amplification. Using an
idealized model topography, we showed that scaled, real hy-

drograph inflows with constant Voellmy parameters resulted
in significant variation in the simulated flow depths, veloc-
ities, and impact intensities. These variations were greatest
in the steeper sections of the topography and decreased on
the shallower, distal runout portion of the simulations. A tri-
angular input hydrograph provided an adequate estimate of
maximum intensity for the channelized conditions. We found
similar results using the real hydrograph inflows when ap-
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plied to real topography for two case histories from south-
western BC. In the case of Mount Currie D, the variation in
simulated flow depths and velocities was greater because of
the variable inflows as compared to varying Voellmy parame-
ters. For the simulation of Neff Creek, the results matched the
observed event behaviour more closely when variable inflow
was coupled with deposition between event phases. These
results demonstrate how considering variation in inflow con-
ditions can lead to reasonable estimates of the potential vari-
ation in event impacts. Our work shows the utility of consid-
ering inflow conditions, with many opportunities for future
work to advance the application of these ideas in practical
predictive modelling by geohazard practitioners.

Appendix A

An input file with the input time, position, volume, velocity,
and material code for each of the 4000 particles is generated.
The general process for defining the model inputs is shown
in Fig. A1 for a triangular hydrograph with V = 10000 m3

and Qp = 500 m3 s−1, tp = 8 s, and tin = 40 s.
.
The effect of smoothing the raw hydrograph results is

shown in Fig. A2. The shape and peak discharge of the re-
sults are preserved, but small oscillations in the discharge
time series are removed.

The sensitivity of the calculated peak discharge at x =
1000 m to the inflow location is shown in Fig. A3. For ease
of visualization, only the minimum and maximum values of
the velocity-dependent resistance parameter tested are shown
(25 and 500 m s−2, respectively) as all other values will plot
between the ones shown. The calculated peak discharge has
a low sensitivity to the inflow location as the calculated peak
discharges are all similar when the same Voellmy parameters
are used.

The sensitivity of the calculated peak discharge to the ini-
tial velocity was tested by comparing the results of simula-
tions using Eq. (6), to define the initial velocity, to results
of simulations using all particles with a constant velocity
of either 5, 10, or 15 m s−1. All simulations were run with
Voellmy parameters f = 0.2 and ξ = 200 m s−2, as shown in
Fig. A4. There is a negligible difference between the simula-
tions shown, indicating that the choice of initial velocity has
little impact on the simulations.

The results for the flow depth, velocity, and IDF from
the simulation of the scaled, real hydrographs in the nu-
merical flume were plotted against the input peak discharge
(Fig. A6). Similarly, the flow depth, velocity, and IDF were
plotted against the total duration of the inflow hydrograph
(Fig. A7). Hydrograph IDs are provided in Table A1. Greater
input peak discharge and smaller inflow durations tend to re-
sult in greater flow depths, velocities, and IDF values; how-
ever, there is substantial scatter in all these relationships.

Figure A1. (a) Input hydrograph, (b) cumulative volume in the
model versus time, and (c) discretization of the cumulative volume
into simulation particles for the portion of the time series indicated
in (b).
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Figure A2. Raw versus smoothed model results for the numerical flume with f = 0.2.

Figure A3. Sensitivity analysis for peak discharge at x = 1000 m for different inflow locations.
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Figure A4. Sensitivity to initial velocity using the numerical flume with particles added at x = 300 m.

Figure A5. Froude number at the peak discharge at x = 1000 m for the cases with Qp = 2940 m3 s−1.
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Figure A6. Relationships between peak discharge and flow depth, velocity, and IDF for the numerical flume at x = 1000 m. The numbers
correspond to the hydrograph IDs summarized in Table A1.
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Figure A7. Relationships between input hydrograph inflow duration and flow depth, velocity, and IDF for the numerical flume at x = 1000 m.
The numbers correspond to the hydrograph IDs summarized in Table A1.
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Table A1. Summary of inflow hydrograph IDs.

Hydrograph ID Record

1 Lattenbach (Pians) 2007-06-20 (1)
2 Lattenbach (Pians) 2007-06-20 (2)
3 Lattenbach 2008-09-01
4 Lattenbach 2015-08-09 (1)
5 Lattenbach 2015-08-09 (2)
6 Lattenbach 2015-08-09 (3)
7 Lattenbach 2015-08-16
8 Lattenbach 2016-09-10
9 Lattenbach 2017-07-29
10 Lattenbach 2017-07-30
11 Lattenbach 2018-06-04 (1)
12 Lattenbach 2018-06-04 (2)
13 Dorfbach 2011-06-04
14 Dorfbach 2012-06-03 (1)
15 Dorfbach 2012-06-03 (2)
16 Dorfbach 2012-07-02 (1)
17 Dorfbach 2012-07-02 (2)
18 Dorfbach 2012-07-02 (3)
19 Dorfbach 2013-06-18
20 Dorfbach 2014-06-06
21 Dorfbach 2014-06-11
22 Dorfbach 2014-07-29 (1)
23 Dorfbach 2014-07-29 (2)
24 Spreitgraben 2014-08-30

Table A2. Summary of outputs for the Currie D simulations using
f = 0.13, ξ = 50 m s−2.

Location A B C

Hydrograph Input Max Max Final Max
ID Qp flow velocity deposit flow

(m3 s−1) depth (m s−1) depth depth
(m) (m) (m)

1 2840 4.337 5.00 6.696 0.130
2 2160 4.467 6.97 7.026 0.051
3 4200 4.446 5.80 6.902 0.137
4 879 2.444 4.23 6.787 0.002
5 1120 2.867 4.12 7.065 0.006
6 1840 4.266 5.05 6.725 0.238
7 454 2.411 3.88 6.852 0.014
8 948 2.105 3.51 6.985 0.012
9 807 2.306 3.34 7.228 0.003
10 434 1.720 2.94 7.008 0.001
11 1170 5.974 5.24 6.527 0.571
12 1860 2.643 4.88 6.953 0.002
13 4200 4.758 5.57 7.150 0.167
14 4200 9.031 8.51 6.432 1.107
15 4200 10.650 9.77 6.167 1.434
16 4200 10.691 7.27 6.048 1.409
17 4200 9.347 6.93 6.386 1.658
18 4200 8.411 8.43 6.688 0.560
19 4200 8.466 8.82 5.860 1.462
20 4200 8.640 8.74 7.026 0.198
21 4200 8.786 9.10 6.516 0.820
22 4200 8.591 8.81 6.593 0.761
23 4200 7.693 8.75 7.016 0.371
24 4200 9.858 8.82 6.534 1.036
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Table A3. Summary of outputs for the Currie D simulations using
f = 0.13, ξ = 100 m s−2.

Location A B C

Hydrograph Input Max Max Final Max
ID Qp flow velocity deposit flow

(m3 s−1) depth (m s−1) depth depth
(m) (m) (m)

1 2840 3.958 7.28 6.678 0.210
2 2160 4.012 8.67 6.787 0.241
3 4200 4.075 6.54 6.730 0.134
4 879 2.020 5.12 6.986 0.002
5 1120 2.305 5.09 7.132 0.004
6 1840 3.408 6.73 6.451 0.257
7 454 1.897 4.46 7.146 0.033
8 948 1.718 4.79 6.795 0.031
9 807 1.804 4.23 7.032 0.047
10 434 1.502 3.92 6.814 0.021
11 1170 4.602 6.12 6.638 0.401
12 1860 2.203 6.33 6.797 0.010
13 4200 4.164 7.69 6.986 0.270
14 4200 8.050 10.96 6.715 1.528
15 4200 9.716 11.37 6.505 2.422
16 4200 9.566 9.93 5.220 2.250
17 4200 8.961 9.05 5.825 2.116
18 4200 7.841 10.40 5.938 1.460
19 4200 6.536 10.63 6.462 1.913
20 4200 8.462 10.75 5.644 1.020
21 4200 7.927 11.70 6.747 2.022
22 4200 7.621 10.60 6.285 1.833
23 4200 7.023 10.72 6.505 1.560
24 4200 9.165 11.36 6.294 1.980

Table A4. Summary of outputs for the Currie D simulations using
f = 0.13, ξ = 200 m s−2.

Location A B C

Hydrograph Input Max Max Final Max
ID Qp flow velocity deposit flow

(m3 s−1) depth (m s−1) depth depth
(m) (m) (m)

1 2840 3.450 9.84 6.523 0.474
2 2160 3.552 10.93 6.627 1.185
3 4200 4.040 9.51 6.638 1.518
4 879 1.713 6.03 6.538 0.008
5 1120 1.815 6.41 6.874 0.084
6 1840 2.682 9.11 6.336 0.396
7 454 1.497 5.61 7.096 0.021
8 948 1.477 5.86 6.658 0.028
9 807 1.505 5.54 6.851 0.051
10 434 1.248 5.17 6.851 0.036
11 1170 3.553 7.92 6.739 0.295
12 1860 1.928 8.92 6.815 0.010
13 4200 3.878 10.17 6.757 0.902
14 4200 5.835 13.09 4.776 2.858
15 4200 6.378 13.87 4.210 3.559
16 4200 7.797 12.99 4.478 2.868
17 4200 7.755 11.44 5.256 3.006
18 4200 6.053 12.36 5.400 2.689
19 4200 5.746 13.47 4.838 3.111
20 4200 6.268 13.38 6.500 2.101
21 4200 6.833 12.88 6.596 2.623
22 4200 6.366 12.29 5.888 2.552
23 4200 6.134 13.19 6.443 2.310
24 4200 6.176 13.98 5.174 3.050
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