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Abstract. A model has been developed in order to esti-

mate insurance-related losses caused by coastal flooding in

France. The deterministic part of the model aims at iden-

tifying the potentially flood-impacted sectors and the sub-

sequent insured losses a few days after the occurrence of a

storm surge event on any part of the French coast. This deter-

ministic component is a combination of three models: a haz-

ard model, a vulnerability model, and a damage model. The

first model uses the PREVIMER system to estimate the wa-

ter level resulting from the simultaneous occurrence of a high

tide and a surge caused by a meteorological event along the

coast. A storage-cell flood model propagates these water lev-

els over the land and thus determines the probable inundated

areas. The vulnerability model, for its part, is derived from

the insurance schedules and claims database, combining in-

formation such as risk type, class of business, and insured

values. The outcome of the vulnerability and hazard mod-

els are then combined with the damage model to estimate

the event damage and potential insured losses. This system

shows satisfactory results in the estimation of the magnitude

of the known losses related to the flood caused by the Xyn-

thia storm. However, it also appears very sensitive to the wa-

ter height estimated during the flood period, conditioned by

the junction between seawater levels and coastal topography,

the accuracy for which is still limited by the amount of infor-

mation in the system.

1 Introduction

The Xynthia storm, which occurred in France in Febru-

ary 2010, renewed the awareness of coastal flooding risk on

the French coast (Lumbroso and Vinet, 2011). This peril,

resulting from the combination of high spring tide and se-

vere meteorological conditions (maximum instant wind com-

prised between 100 and 140 km h−1 in the most affected ar-

eas), led to very high levels of loss; both in term of death and

injury and in resultant economic losses. The financial cost

of Xynthia has been estimated to have been approximately

EUR 2.5 billion, of which EUR 1.5 billion was covered by

insurance and reinsurance companies (FFSA and GEMA,

2011). In terms of insurance payments, Xynthia is one of the

most costly storm events to have occurred in France in the

last 30 years.

In France, the financial compensation for the victims of

such natural disasters is governed by the national Natu-

ral Catastrophes system (hereafter the NatCat system). This

has provided approximately EUR 713 million for the victims

of Xynthia. This system engages CCR (Caisse Centrale de

Réassurance), a reinsurance company which is owned by

the French state, to administer the state guaranty for NatCat

events.

In order to meet the needs of the French state and its

clients, and for its own income forecasts, CCR has devel-

oped models aiming to estimate the insured losses arising

out of NatCat events (floods, coastal flooding, windstorms,

droughts, earthquakes, and volcanic eruptions). The strategy

of CCR is to develop its own modelling tools for natural dis-

asters in order to have control over the different components

of the model and to validate them with the available data. The

Published by Copernicus Publications on behalf of the European Geosciences Union.



196 J. P. Naulin et al.: Estimation of insurance-related losses resulting from coastal flooding in France

development of such models is also made possible by the

significant database of insurance schedules and claims that

have been collated by CCR with the support of its “cedants”

(cedant – this term designates the client companies of CCR).

Coastal flooding modelling faces several issues: scales

(multi-frequency and multi-spatial-scale processes), process

interaction related to the forcing conditions (waves, surge,

tide, river discharge etc.), coastal flooding process complex-

ity (overtopping, interaction with structures, etc.), and a de-

tailed enough knowledge of the topography and associated

structures. Several approaches have been developed to esti-

mate coastal flooding, ranging from the simple approach of

estimating flooding from topographic contours to the more

accurate 2D/3D, time-varying, full-process models. Estimat-

ing flooding from topographic contours leads to an overesti-

mation of the flood event, without providing any information

on the velocity or the temporal dynamics (e.g. Breilh et al.,

2013).

Recent modelling developments now permit realistic 2D

simulations of urban areas conditions (Le Roy et al., 2015)

but still with computation time exceeding several days to

simulate a few event hours. Some regional models such as

the ones developed over the last 5 years in the United States

(Bunya et al., 2010) have demonstrated that it is possible to

simulate coastal flooding at a regional scale. These models

could be an interesting alternative for operational purposes,

but they require massively parallel computational methods.

To tackle the issue of estimating coastal flooding on a na-

tional scale, a compromise has to be found between the qual-

ity of the results, feasibility (data available), and computa-

tional time. This leads to the necessity of developing alter-

native approaches, between those of basic static projection

of water levels and the most advanced approaches used for

projecting events in urban areas.

The requirements of CCR correspond to two objectives.

The first is to determine the likely affected areas and the re-

sultant cost of catastrophic events a few days after their oc-

currence. This estimation allows CCR to advise the French

state and its clients of the potential financial magnitude of

the event. The second objective is to assess the potential

losses due to extreme events according to their return period.

Successful achievement of this objective will allow effective

evaluation of the financial exposure of CCR, the French state,

and of cedants to coastal flooding risk.

In order to fulfil the first objective for storm surge pro-

jection, a deterministic model is currently being developed

by CCR. Numerous studies have been published on the es-

timation of flood damages (Jongman et al., 2012; Meyer et

al., 2013; Meyer and Messner, 2005). Generally, these mod-

els combine a hazard model, which characterizes the inten-

sity of the event, a susceptibility model, which describes the

exposure of the subject area, and a damage model, which

estimates the financial cost. In the same way, some specific

models have been developed for storm surge, especially for

tropical cyclones in America (Genovese et al., 2011; Wang

et al., 2014) or in the Netherlands – dealing with the prob-

lematic nature of polder areas (de Moel et al., 2012; Bouwer

et al., 2009). These models are most often concerned with

the global economic cost, but some more specific works have

concentrated on the insurance cost. For example, Pistrika and

Jonkman (2009) have studied the insurance cost due to hur-

ricane Katrina. Sousounis and Kafali (2010) have used the

AIR model in a recent study to estimate the potential cost of

the 1959 typhoon in Japan. Some models use a probabilistic

approach, like Gaslikova et al. (2011), for the consideration

of future storm surge impact in the North Sea region. The ap-

proach of Czajkowski et al. (2013) presents a methodology

to determine premiums on the basis of property exposure to

coastal flood risk.

For CCR, the loss consideration will not concern itself

with damage to public infrastructure, assets, or agricultural

losses, as these are not included in the NatCat compensation

system. Thus, a specific calibration is needed such as it has

already been established for inundation by CCR (Moncoulon

et al., 2014).

In order to estimate the losses related to coastal flooding

events, the deterministic model has been developed with the

same structure used in most of the insurance-related catas-

trophe models: a hazard model, a vulnerability model, and

a damage (financial loss) model. This development should

face two main challenges. The first one is the operational

modelling of the inundation that results from coastal flood-

ing hazard at a large scale (the French coasts) and within a

short time frame, and the second consideration integrates the

hydrodynamics’ output and the limitations of the insurance-

related data.

The present paper examines the methodology developed

for a timely estimation of the costs generated by coastal

flooding: a hazard model is used to estimate flooded areas,

and a vulnerability model then allows estimation of the ex-

posure of insurance policies to coastal flooding, before fi-

nally calculating the potential cost of the event through a

damage model. This methodology has been applied to the

data relating to the major coastal flooding that occurred dur-

ing Xynthia storm in France in 2010. A sensitivity analysis

has permitted a full understanding of the effectiveness of the

hazard model in interpreting/predicting the results, and per-

mitted the application of the methodology to four other minor

events, showing the consistency of the results.

2 Hazard model

2.1 Methodology

The purpose of the hazard model is to estimate the water

levels over the land areas where there is likely to be insur-

ance policy coverage. During a storm event, water levels

along the coastline are influenced by three main processes.

The first one is that of tide variation, which plays an im-
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portant role along the Atlantic coast of France, the Chan-

nel, and the North Sea. The amplitude can vary from 3 to

11 m for spring tides (SHOM, 2012). The second process

is atmospheric storm surge, resulting essentially from atmo-

spheric pressure and wind effects, and its coincidence with

high tides. For Xynthia, this surge was estimated to have been

1.5 m at La Rochelle (Bertin et al., 2012).

In this study, we chose to use the PREVIMER system

(www.previmer.org) to determine potential water levels re-

sulting from these two processes. This system provides both

forecasts and observations of water levels, but also models

waves, currents, temperatures, and plankton content.

The third component is the wave set-up which corresponds

to the surge that is generated by the wave breaking over the

beach. This surge component, not provided within the PRE-

VIMER model, could represent a significant part of the total

surge effect (Holman and Sallenger, 1985) and is estimated

on the basis of the wave characteristics.

Once the total water levels have been estimated along

the coastline, an inundation model propagates them over the

landmass behind. For this purpose, an inundation model,

similar to the LISFLOOD-FP model (Bates et al., 2010), is

utilized.

Finally, this modelling chain allows estimation of the in-

undation process by assessing the volume of the overflowing

seawater, but this is projected without the additional consid-

eration of the consequences of wave overtopping or the de-

struction of sea defenses.

2.1.1 Tide, atmospheric storm surge, and regional

wave set-up

The PREVIMER system, created in 2006 (Muller et al.,

2014), uses the MARS-2D hydrodynamic model (Lazure and

Dumas, 2008), and usually shows satisfactory results (Idier et

al., 2012). The model is based on the resolution of shallow-

water equations with the finite difference method. The model

runs on three different levels of resolution: 2 km for the

north-east part of the Atlantic Ocean, 700 m for the Chan-

nel and the Bay of Biscay, and 250 m for five smaller areas.

The bathymetry used by PREVIMER is based on the NOOS

1◦ (North-West Shelf Operational Oceanographic System),

EMODNET (European Marine Observation and Data Net-

work), and the SHOM-Ifremer digital terrain model (DTM)

at 100 and 500 m resolution. The MARS-2D model uses the

FES2004 tide model (Lyard et al., 2006) for the two low-

est resolutions and the model cstFrance (Simon et al., 2011)

with 115 harmonic constants at 250 m. The meteorological

data are provided by Meteo France and are based on Arpege

(Courtier et al., 1994) and Arome models (Seity et al., 2011)

whose resolutions are, respectively, 0.5 and 0.025◦.

The validation of the model, presented in Muller et

al. (2014), has shown that root-mean-square errors (RMSEs),

calculated on the basis of hourly data, are usually comprised

between 5 and 14 cm, with a mean of 9 cm, which is deemed

to be satisfactory. However, these errors can be higher for

exceptional events such as Xynthia. The difficulties of gener-

ating an effective estimation of the water levels for Xynthia

could be explained by the fact that this event had character-

istics which were quite unusual. Indeed, Bertin et al. (2012)

have shown that the associated surge was exceptionally high

for this event in comparison to the intensity of the storm. This

behaviour could be explained by the trajectory of the depres-

sion that induced Ekman transport directed toward the coast,

enhanced by the presence of young and steep waves (Bertin

et al., 2014).

The version of PREVIMER used in this study tends to un-

derestimate water levels observed in the central part of the

Bay of Biscay during the Xynthia event. According to the

tide gauge measurements, this underestimation could reach

30 to 40 cm in some sectors. In order to use the PREVIMER

outputs in the best conditions for our system, the simulated

water levels have been adjusted to match the highest levels

observed by tide stations during the simulated events. To re-

alize this correction, an adjustment value is computed for

each pixel located along the coast on the basis of a linear

regression between the errors that are measured for the two

nearest stations. It should be noted that tide gauge measure-

ments include tide and atmospheric storm surge, but also re-

gional wave set-ups. Indeed, for instance, as shown by Bertin

et al. (2015), the total water level result from these processes

with a regional wave set-up was between 5 and 10 cm at La

Rochelle. Thus, our calibration method indirectly permits the

taking into account not only of tide and atmospheric surge,

but also of the regional wave set-up. An illustration of two

mareographs obtained for Xynthia is presented in Fig. 1 and

shows that RMSEs were generally between 10 and 30 cm for

this event.

2.1.2 Wave set-up

Waves could also play a key role in the inundation pro-

cesses during storm surges with the phenomena of wave set-

up and wave run-up (Kim et al., 2008; Ferrarin et al., 2013).

However, it is relatively difficult to estimate these param-

eters accurately, especially on a large scale and with poor

bathymetry. In addition, as discussed in the water level cali-

bration step, two kinds of wave set-up can be identified: re-

gional wave set-up, occurring over large areas such as bays

(see e.g. Bertin et al., 2015) – which can be reproduced uti-

lizing a rather coarse grid (e.g. 50 m grid size); and local

wave set-up, resulting from localized waves breaking near

the coast, usually requiring finer grids (5–10 m grid size). As

discussed in the above, the regional set-up, even if not actu-

ally calculated here, has been indirectly integrated into the

adjustment of the simulated water levels against the actual

water levels observed by the tide stations which are included

in this regional set-up model. Thus the values of the local

wave set-up, given as η, are estimated within the empirical

formula of Stockdon et al. (2006):
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Figure 1. Comparison between the observed tides and the water levels estimated by the PREVIMER for the Xynthia event at two gauge

stations after maximal water levels adjustment.

〈η〉 = 0.35βf (H0L0)
1/2. (1)

The parameters of this formula (deep water wavelength, L0;

the significant wave height, H0), are computed using PRE-

VIMER wave data (Ardhuin et al., 2010). The third param-

eter, representing the beach steepness, βf , was estimated on

the basis of the BD CARTO (IGN database). This database

contains the limits of the low and high spring tide. The dis-

tance and the height between them are used to roughly esti-

mate the beach slope. In order to measure and compare off-

shore parameters and those for beaches, vectors for the coast-

line were established every 250 m and a cross section was

established to determine the coordinates of the parameters.

A selection of these cross sections were then scrutinized; the

sections for which the bathymetry did not reach a 20 m depth

within a 5 km range offshore were deleted from the wave set-

up computation. In the same way, in harbours, the cross sec-

tions have been deleted and instead the statistical set-up of

the surrounding beaches is applied.

Figure 2 shows the maximal wave set-up height computed

for the Xynthia event along the coast. The mean height of-

ten reaches 40 cm but extends to 80 cm for the most exposed

areas. This empirical estimation of the local wave set-up pro-

vides results of the same order as those obtained by Bertin

et al. (2015) by coupling a spectral wave model (WWM) and

the SELFE hydrodynamic model (local wave set-up can lo-

cally exceed 0.4 m, even if the calculation resolution remains

too coarse to capture the maximum set-up along the coast-

line). These values justified the necessity of taking this phe-

nomenon into account. However, the methodology presents

two main limitations. In effect, the WWIII model used by

PREVIMER simulates the refraction phenomenon but the

spatial resolution does not always permit an accurate repre-

sentation of local refraction at the coast. For the moment, the

0 20 4010
Kilometres

Wave setup 
estimated (metres)

0.0
0.0 - 0.20
0.20 - 0.40
0.40 - 0.60
0.60 - 0.84

Figure 2. Maximal estimated local wave set-up, computed accord-

ing to Stockdon et al. (2006) along the coastline for the Xynthia

event.

actual model does not take the reverse shoaling effects into

account. It could be interesting, in the future, to use the cor-

rection of H0 proposed in Lecacheux et al. (2012) in order

to reflect the conditions of the Stockdon et al. (2006) for-

mula (deep water and waves perpendicular to the coast). The

second limitation is that local wave set-up, which could im-
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pact sheltered bays, is not considered. However, as explained

above, the regional wave set-up is indirectly taken into ac-

count, such that the wave set-up along sheltered bays is not

nullified. The potential impact of these limitations will be

discussed in Sect. 4.3.

2.1.3 Coastal flooding model

Water levels estimated along the coastline are then propa-

gated onto the land using an inundation model. Given the

large scale and the operational aspects of the study, an ap-

plication of full-process based model (for example based

on non-linear shallow water equations or on Boussinesq

equations) would have been too cumbersome to implement

given the need for extensive spatial information and signif-

icant computational times required. As a result, a storage-

cell flooding model has instead been used, similar to the

LISFLOOD-FP model (Horritt and Bates, 2001; Hunter et

al., 2005; Bates et al., 2010) that has been tested for the com-

putation of coastal flooding by Bates et al. (2005) with good

results. The model developed in this study is based on the

continuity equation relating to flow and volume changes:

∂hi,j

∂t
=
Q
i−1,j
x −Q

i,j
x +Q

i,j−1
y −Q

i,j
y

1x1y
, (2)

whereQi,j represents the flows (m3 s−1) between cells at the

node (i, j ), x stands for horizontal and y for vertical flows,

1x and 1y are the cell dimensions (m), h is the free water

surface and t is the time (s). The flows between cells are es-

timated according to Manning Striker law with, for example

in the x direction:

Q
i,j
x =

1

n
(hfmax− zmax)

5/3

(
hi−1,j

−hi,j

1x

)1/2

1y, (3)

where n is the Manning’s friction coefficient, hfmax the high-

est water free surface in the two cells, and zmax the higher

bed elevation.

The digital terrain model (DTM) used for this study is a

commercial DTM that presents a spatial resolution of 25 m.

This product could be considered has a temporal solution

since a lidar-based DTM called Litto 3D is developed over

the French territory. This DTM that would present a 1 m spa-

tial resolution is currently freely available in different sectors

such as Brittany or Mediterranean areas. However, accord-

ing to the application scale of this study, it seems preferable

to use a homogeneous DTM, available all over the coastline.

In order to apply the model within operational perspectives,

the French coast has been divided into 39 sectors, exempted

from interdependency, where the model is applied indepen-

dently.

In order to take into account the roughness of the ground,

the Manning’s coefficient (n) is fixed according to the land

use described in the Corine Land Cover database (2006), us-

ing the coefficients proposed by Lopes et al. (2013) for the

Ria de Aveio at Portugal.

Figure 3. Simulated and observed inundated areas for the Charente

Maritime County for the Xynthia event.

Finally, the modelling process permits a chronological es-

timation of water levels for each cell of the DTM. Accord-

ingly it is possible to extract, for each cell, the highest free

surface water height presented by the damage model. This

storage-cell model presents the dual advantages of being easy

to set up and having a relatively fast computational time.

2.2 Results

After the Xynthia storm, inventories of inundated areas were

collated. These inventories have been used in our study to

compare the simulated flood areas and the observed inun-

dated areas. The results of this comparison, presented for the

Charente Maritime department in Fig. 3, show that the hazard

model allows a good global representation of the inundated

areas with significant differences at the local scale: the CCR

model makes projections of an inundated area of 670 km2

against 595 km2 that was actually affected.

The fraction F of the domain classified correctly by the

model was calculated on the basis of the formulae proposed

by Aronica et al. (2002):

F =

n∑
i=1

P
D0M0

i +

n∑
i=1

P
D1M1

i

n
, (4)

where n is the number of pixels in the domain, P
D0M0

i the

pixels not inundated in reality and not detected by the model,
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and P
D1M1

i the pixels inundated and detected by the model.

The fraction obtained is 85% for the considered domain

which represents 4363 km2. This result confirms a satisfy-

ing behaviour of the model at a global scale with, however,

notable differences at a local scale.

The cartography presented in Fig. 3 highlights areas where

the extent of the inundation is widely underestimated. This is

the case, for example, for the municipalities of Charron or

Saint Pierre d’Oléron. These deviations could be due to an

underestimation of seawater levels in sheltered bays, but per-

haps mainly by the quality of the DTM used. Indeed, at 25 m

of resolution, dikes and protection walls have been smoothed,

despite some corrections, and this could skew the real water

level estimation. The quality of the DTM will be discussed

in Sect. 3.2. In such flatlands, a few centimetres’ difference

in water levels induces very different estimations of the in-

undated areas (see Sect. 4.3).

There are contrary cases where the model seems to over-

estimate flooded areas as, for example, on the Île de Ré or

Île de Noirmoutier. The consequences are opposite, but the

origins of the problem could be the same: the approximate

estimation of water levels in the sea and the quality of the

DTM used.

The one-way nesting approach that has been developed in

this study could also be limited by the problem of the limi-

tation of water levels during flooding. Indeed, several studies

showed that the consideration of the hydrodynamic model

boundaries as impenetrable barriers could cause water level

overestimations, given the fact that water could not flood the

lands (Towned and Pethick, 2002; Bertin et al., 2014). The

analysis of this phenomenon realized by Waeles et al. (2014)

for Xynthia shows that this phenomenon could be very sig-

nificant in the case of enclosed bays and estuaries where the

overestimation may exceed 0.5 m.

However, in our case, it is difficult to evaluate the diver-

gence given the fact that the spatial resolution of PREVIMER

is lower than the one used by Waeles et al. (2014) and may

underestimate water levels locally. The adjustment of simu-

lations realized on the basis of tide measurements could also

partially compensate the overestimation induced by the limi-

tation of water levels.

Lastly, it appears also that the quality of the meteorological

data used by PREVIMER in 2010 was limited; there is a res-

olution of 0.5◦ and a time step of 6 h (Arpege model). Since

2012, the PREVIMER system has used Arome meteorolog-

ical data with hourly time steps and a spatial resolution of

0.1◦. This difference of the qualitative information explains

why PREVIMER outputs underestimate water levels for the

Xynthia event, in particular for bays such as the Aiguillon

Bay, where a simulation realized with Arome data indicates

that water levels could be underestimated by about 40 cm.

It is possible that the water level limitation effects are com-

pensated by these two aspects and that finally, water levels

are underestimated given the low inundation spread observed

in the Charron sector.

The results also illustrate an incorrect reproduction of

the behaviour of inundation processes along the coastal in-

lets and estuaries. This is noticeable for the municipality of

Rochefort, for example where the inundation has been in-

duced by the interaction between the river flow and the sea.

This problem has not yet been fully remedied in the actual

version of the inundation model, but when this happens, this

should probably improve the results substantially. Apart from

in these areas, the simulations are in reasonable agreement

with the floods observed.

3 Vulnerability model and hazard validation

3.1 Vulnerability database

The vulnerability model developed by CCR is derived from

schedule information and loss records, termed henceforth

“insurance policies”. A database was created under the

framework of bilateral contracts with insurance companies

under conditions of confidentiality. The fact that CCR pro-

vides cover for a very large proportion of individual French

insurance policies offers a particularly broad vision of French

exposure to coastal flooding risks.

This database describes the nature of the risk (house,

building, or apartment), its usage (residential or commercial),

and its occupation (owner, tenant, co-ownership). For a large

part of them, these risks have been geo-referenced. The lat-

itude and the longitude are estimated on the basis of the lo-

cation of the address in the street and not the real location of

the building. Its real position could vary from a few metres to

several thousand in some cases. In some cases, data sources

do not permit a specific designation of the property locus,

and the co-ordinate of the nearest street or commune centre

has therefore been adopted. Some complementary elements

have been extracted from a DTM such as the distance to the

coastline or the location elevation.

Additionally, when companies renew their contracts, they

transmit details of historic claims. It is thus possible to as-

sociate each claim with an historic flood loss event and so

to estimate the global insured cost of each past event that is

managed under the NatCat system. For the coastal flooding

risk evaluation, the historic claims have been consolidated for

three events for the studied area: Lothar and Martin (1999),

Johanna (2008), and Xynthia (2010).

3.2 Hazard validation

The claims’ localization could be considered a spatial indica-

tor of the extent of the flood. Initial geographic comparisons

between observed and simulated inundated areas and claims

were evaluated. These comparisons are shown in Fig. 4 for

the commune of Châtelaillon-Plage locally. This example

shows first that the claims data have not always been effec-

tively localized, as examination of the detail shows that the

claims clustered in the town centre. Indeed, the delineation
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Figure 4. Claims and inundated areas for the Châtelaillon-Plage

municipality during Xynthia.

of inundated areas, often produced a few days after an event

on the basis of satellite data, could show that claims data in-

put, where not sited in the actual location of the flood event,

could miss some important areas, especially in the marsh ar-

eas. Furthermore, these data inventories could miss sectors

where flood water has just run off and not remained as stand-

ing water to be recorded after the initial flood event.

This figure also shows some isolated claims not explained

by overflowing simulation alone. This is the case for claims

localized into the Vieux-Châtelaillon sector, where the ele-

vation of the DTM is relatively important. Often, these prob-

lems are explained by the localization of the insurance policy

details, but they could also result from local conditions such

as streams or urban water network overflowing (as opposed

to actual coastal inundation) and cellar inundations.

Two indicators (Wilks, 2011) have been computed to eval-

uate hazard model performances on the basis of their ability

to detect claims.

– The probability of detection (POD) is the ratio of the

claims detected by the model to all of the actual claims.

The POD evaluates the capacity of the model to detect

claims, the best case being a POD of 100 %.

– The probability of false detection (POFD) is the ratio of

false alarms (policies detected wrongly by the model as

being flooded) to the number of policies that have not

been the object of a claim. A POFD of 0 % would be

ideal.

Both indicators have been calculated for Xynthia at two

scales: the national and the communal scale. At the national

scale, the results give a POD of 58 % for a POFD of 4 %,

which means that the system missed a significant number of

claims (42 %) and selected a non-negligible number of poli-

cies that have not been affected. However, the comparison of

these policies with areas identified as flood-affected allows

us to put our scores into perspective, as actual inundated ar-

eas only enabled us to detect 72 % of claims and also gener-

ated false claim reports (POFD= 1.2 %).

The results obtained at the communal scale, presented in

Fig. 5, also give additional information. Firstly, they appear

strongly correlated with the results of the hazard model pre-

sented previously. Thus, municipalities with high POD and

low POFD are generally well simulated in terms of hazard.

In the same way, when both POD and POFD are low, the

extent of the inundation is generally underestimated. This is

the case for the municipalities of La Flotte and Charron that

should normally appear as some of the most affected areas.

It also appears that hazard is sometimes overestimated when

both POD and POFD are high, notably in the western part of

the Île de Ré or in the sector of Noirmoutier.

The major limit of the hazard model is the quality of topo-

graphic data. This is particularly visible in Fig. 6 that shows a

comparison between the DTM used in this study and the ter-

restrial part of the Litto 3D DTM (RGE ALTI® IGN) for the

same cross section located in the commune of Yves (lower

part of Fig. 3). The RGE ALTI DTM has been interpolated

with a 25 m resolution with respect to coastal protections lev-

els. The differences between the two DTMs seem very sig-

nificant with an average value of 1 m and up to 2 m at the

location of the dike whose width, narrower than the 25 m

resolution, does not allow it to be well represented in the

DTM used. The analysis of this DTM shows two shortcom-

ings. The first is that it generally underestimates the eleva-

tion of coastal protection, especially when it is narrower than

the DTM resolution, and the second is that it seems gen-

erally “smoothed” in the urban area where it overestimates

the elevation of the ground. However, it has the advantage

of being more accurate than the ASTER GDEM (Rexer and

Hirt, 2014) and of being available all over French territory,

while the Litto 3D DTM is not yet implemented through-

out French territory. Furthermore, the implementation of hy-

draulic connections such as conduits or bridges also needs to

be addressed with a good-quality DTM.

The vulnerability model could also explain the scores ob-

tained. The first limit is that the data inventory is not always

exhaustive. Indeed, when losses are lower than the amount

of the insurance franchise (deductible), claims are generally

not declared. This situation could explain the high number of

false alarms computed. The second limit comes from the lo-

calization of the policies. As indicated in Sect. 3.1, this loss

localization is deduced from the address transmitted by the

cedant. A comparison with the real locus of the policy (and

therefore of the loss) has shown that about 30 % of policies

are, in reality, located at a distance greater than 50 m from

the estimated coordinates. The third limit of the vulnerability

model is that it often does not distinguish secondary resi-

dences from main residences. This could generate a signifi-
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Figure 5. Performances of the system, obtained by comparing claims and insurance policies to the simulated water levels.

Figure 6. Comparison between the DTM used in this study and a DTM elaborated from lidar observations, interpolated at a 25 m resolution,

for a cross section located in the Boucholeur area (left panel) and near the city of Concarneau (right panel).

cant number of both false alarms and non-detections. Despite

these problems, claims give interesting and original informa-

tion by localizing areas that have been inundated but perhaps

not taken into account in the areas otherwise inventoried.

4 Damage model

4.1 Description

The damage model aims to explain the cost that could be

generated according to the magnitude of the phenomena and

the vulnerability (policy exposure).

Ce,i = Pc,i · Td,i ·Va,i (5)

The aggregation of claim amounts enables the computation

of the whole event loss, but also the losses per region, per mu-

nicipality, or per insurance company. According to Eq. (4),

the claim loss estimation of one insurance policy alone is

not consistent; the sum of claim probability will be a good

estimation of the real number of claims at the event scale,

but will not enable identification of the individual claim loss

value.

The destruction rate is the relationship between the loss

amount and the hazard intensity. Indeed, it is often assumed

that the higher the water levels are, the greater the loss will

be. Numerous studies have tried to adjust such models on the

basis of damage curves describing the loss (cost or destruc-

tion rate) as a function of physical parameters such as wa-

ter levels, velocity, discharge, etc. (Scawthorn et al., 2006;
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Messner et al., 2007; Prettenthaler et al., 2010; Huttenlau et

al., 2010; Boettle et al., 2011). In the case of coastal flooding,

losses could result from the contact of saltwater with build-

ings – generating salt and corrosion problems – or from the

mechanical action of waves or currents in the most exposed

areas (André et al., 2013).

These works often show a very large spread of the losses,

especially for high water levels, and it appears that costs also

depend on the nature of the risk type. In our study, eight

classes of risk have been selected to calibrate the destruction

rates: the individual owner (house or apartment), the individ-

ual tenant (house or apartment), the house’s non-occupant

owner, the building’s non-occupant owner, the agricultural

companies, and other companies. For each of these classes,

the destruction rate has been calibrated according to a square

root relationship, giving the best results in our case:

TD,i = a ·
√
WDi . (6)

For instance, only water levels are taken into account in the

loss probability and the damage function. However, some

other variables such as flow duration, flow velocity, or the

hour at which the phenomenon occurs could be tested in the

future but this requires a larger sample field of events.

The claim probability gives the probability of the insured

location being damaged according to its water level during

the event. Indeed, the data show that a large proportion of

goods located in an inundated area are not declared as dam-

aged. This absence of claim could come from the eventual

protection of the risk (e.g. issues such as local elevation being

more important, or the presence of natural or artificial protec-

tions, barriers) or to the low proportion of material damages

in comparison to the deductible insurance. The following lo-

gistic function is used to calculate the claim probability:

Pc,i =
ea+b·WDi+c·S

1+ ea+b·WDi+c·S
d, (7)

where WD corresponds to the seawater depth and a, b, c,

d denote four dimensionless parameters. The variable S,

qualifying the surge, corresponds to the difference between

the maximum water level of the sea and the water level cor-

responding to a 2-year return period. This variable is calcu-

lated for each of the 20 available tide stations and interpo-

lated along the coastline. This interpolation is not designed

to predict the storm surge along the coastline accurately but

to give an idea of the event magnitude in a given sector and

thus to compensate for the lack of precision of the hazard

model. This formula provides an estimation of the number of

claims by summing the probabilities.

The localization of the policy locus has not always re-

quired accuracy to calculate the hazard, especially when the

localization is only at communal- or street-level precision.

Finally, this model does not enable accurate individual claim

statements, but the aggregation of costs at a larger scale pro-

duces a representative result.

Table 1. Observed and simulated losses at country scale.

Simulated Observed Bias

(million (million

EUR) EUR)

Calibration sample 62.60 62.58 0.02 %

Validation sample 218.74 217.96 0.36 %

Total 281.34 280.54 0.28 %

4.2 Calibration and validation of the damage model

The calibration of Eqs. (5) and (6) was realized on a small

sample of risks for the Xynthia event. The sample chosen

was composed of two cedants presenting good-quality data

and details of exhaustive claims for the chosen event. Among

these policies, only those geo-localized on the roof top were

taken into account. This sample represents 71 778 policies

with 736 claims for the coastal municipalities of the French

departments affected by Xynthia.

The validation was realized by comparing the total cost

for the 12 major cedants affected by the event – representing

about 38 % of the market. These total costs are not the sum

of claims, but information directly transmitted by the cedants

after the event to overcome the problem of the databases of

non-exhaustive claims. Like the other studies in the public

domain, a high dispersion is observed in the relationship be-

tween destruction rate and water height (Prettenthaler et al.,

2010; André et al., 2013).

The results of the calibration exercise, presented in Ta-

ble 1, show that the validation allows a good estimation of

the total cost for the calibration sample, with a small bias of

0.02 %. In the same way, the total losses simulated for the

validation sample are near the observed total, with a bias of

0.36 %. This bias, caused by risks that are not localized to

the address, as well as hydraulic modelling approximations,

appears acceptable according to the different uncertainties of

the sources.

Finally, the global cost of Xynthia is estimated at

EUR 695.6 million which is close to the observed cost which

reached EUR 713 million.

4.3 Sensitivity analysis of the damage model

The evaluation of the hazard model discussed previously has

shown its limitations, in particular the problems of the DTM

quality, as well as the limitations of the loss vulnerability

database. These limitations are, from our point of view, in-

herent in the majority of operational systems at such spatial

scales. The question is, finally, to know how the loss esti-

mates that constitute the final modelling product are sensitive

to these limitations.

According to de Moel et al. (2012), uncertainties in dam-

age estimation are as important as uncertainties in hydraulic

www.nat-hazards-earth-syst-sci.net/16/195/2016/ Nat. Hazards Earth Syst. Sci., 16, 195–207, 2016



204 J. P. Naulin et al.: Estimation of insurance-related losses resulting from coastal flooding in France

Table 2. Losses computed at country scale on the basis of several

inundation scenarios for the calibration sample.

Difference between the scenario and the initial

water levels (cm)

−20 −10 0 +10 +20

Losses (million EUR) 484 571 696 769 885

Bias −30.3 −17.8 0 10.6 27.3

boundary conditions. A test was undertaken to evaluate the

sensitivity of the damage model to water levels along the

coastline. Thus, the input water levels in the inundation

model have been modified throughout the flood duration

(i.e. not only on the maximum water level) on the basis of

four scenarios: plus or minus 10 cm and plus or minus 20 cm.

The results of these simulations, presented in Table 2,

show that the uncertainties in coastal water level data are

prone to generate very different results. Thus, a difference

of 10 cm in water level could vary the total loss by −10.6 to

17.8 %. In the same way, a difference of 20 cm in level in-

duces a variation in the cost of about 27.3 to 30.3 %. These

important deviations are explained by the increase of the

number of risk properties brought into the inundated area.

In effect, as illustrated in Fig. 7, a modification of water lev-

els of 10 to 20 cm could significantly change the extent of the

inundation and thus, the number of risk properties affected.

These differences specifically concern the flattest areas but

could have a great influence on the final insurance cost, es-

pecially where urban areas are concerned, because of insured

property densities.

Upon examining these results, it can be assumed that the

influence of the quality of the DTM is in the same order of

magnitude as the seawater levels. If the DTM elevation along

the coastline presents an error of a few centimetres, all the

adjacent area can be affected in terms of water height and

loss estimates. The sensitivity to the seawater levels also il-

lustrates the need to take into account the wave set-up so as

to not underestimate the losses. The fact that the wave set-up

that could affect the sheltered bays is not taken into account

by the model could partially influence the final result. This

problem could be overcome by coupling a wave model with

the surge model; however it could be time-expensive and thus

difficult to put into place in operational conditions.

The system developed has been used to estimate five more

event losses: Lothar and Martin (1999), the storms Johanna

that affected Brittany in 2008, the storm Xaver that occurred

at the end of 2013 in the north of France, and two events that

occurred in the Bay of Biscay at the end of January and at

the beginning of March 2014 (Christine). For these last three

events, the incurred costs are still not available, but according

to observations, they should be low even if these three events

have severely impacted the coastline, with damage affecting

Figure 7. Results of the sensitivity test of the inundation model to

the water levels estimated for the sea.

beaches, roads, and dikes. The results of the costs estimated

for each event and for the market are presented in Table 3.

Globally, the order of magnitude between the observations

and the simulation is respected even if there are some differ-

ences. For instance, damages are overestimated by 23 % for

Lothar and Martin and by 58.8 % for Johanna. These differ-

ences could be explained by the fact that the model was cali-

brated only for an extreme case and not for less severe events.

For Xynthia, the bias between observation and simulated cost

is lower than 2.5 %, representing a satisfactory performance.

The low costs of the three most recent events appear to be

consistent with observations which indicate low to moderate

damages. Finally, even if the model could still be improved,

the estimations already constitute a useful indicator of the

magnitude and of the extension of an event.

5 Conclusions

The system presented in this article permits the estimation

of insurance-related losses due to coastal flooding events

in France, especially on the Atlantic coast. The modelling

chain, even if limited and still in an early stage of develop-

ment, is, when applied on a large scale, effective in satisfacto-

rily estimating the magnitude of the resultant financial losses

2 to 3 days after the event occurrence. The estimations are

consistent with the few historical events available (especially

for Xynthia storm in 2010), and for calibration and validation

of the approach.

Coastal flooding modelling at a large scale and within an

operational perspective constitutes a difficult exercise that

Nat. Hazards Earth Syst. Sci., 16, 195–207, 2016 www.nat-hazards-earth-syst-sci.net/16/195/2016/



J. P. Naulin et al.: Estimation of insurance-related losses resulting from coastal flooding in France 205

Table 3. Comparison between the losses observed and simulated at country scale for five recent events for the French insurance market. The

losses of the Xaver event and the two 2014 events are not yet available.

Losses Lothar- Johanna Xynthia Xaver Storm Christine

(million Martin 2008 2010 2013 30 Jan 2014 2014

EUR) 1999

Observed 45.3 16.2 713 – – –

Simulation 59.5 10.2 695.6 10.9 3.8 7.7

needs to match the scale of the output results and the accu-

racy and the complexity of the represented processes. The re-

sults emphasize the importance of the quality of topographic

information, which constitutes one of the main limiting fac-

tors of the system. In order to improve this aspect, the use

of other topographic data, such as lidar data (Litto 3D), will

be investigated in the future. The results obtained by the sen-

sitivity tests also underline the need for a good estimation

of seawater levels and of the wave set-up process, although

a future addition of a wave model should improve the sys-

tem. The validation of the model is also limited by the lack

of data due to the limited number of events in France, since

the origin of the national NatCat scheme.

Finally, this study illustrates the usefulness of hydrody-

namic models for an operational modelling of storm surge.

In this situation, the insurance claims data constitute a good

indicator of the extent of the inundated areas which could

help in the validation of sea surge models. The determinis-

tic model, presented in this article, constitutes the basis of

the probabilistic approach under development at CCR. This

probabilistic model will be used to evaluate the exposure of

the French coast to coastal flooding risk. It is based on the

combination of fictive events and hazard scenarios generated

by the inundation model. This probabilistic model should al-

low estimation of the financial exposure of CCR, as reinsurer

of the French state, and of insurance companies to storm

surge events and losses in the future, but also the potential

consequences of sea level rises within climate change sce-

narios.
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