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Abstract. Many questions about earthquake (EQ) generation
remain standing. Fracture induced electromagnetic (EM)
fields allow real-time monitoring of damage evolution in ma-
terials during mechanical loading. An improved understand-
ing of the EM precursors has direct implications for the study
of EQ generation processes. An important challenge in this
direction is to identify an observed anomaly in a recorded
EM time series as a pre-seismic one and correspond this to a
distinct stage of EQ generation. In previous papers (Kapiris
et al., 2004; Contoyiannis et al., 2005; Papadimitriou et al.,
2008), we have shown that the last kHz part of the emerged
precursory EM activity is rooted in the fracture of the back-
bone of asperities distributed along the activated fault, sus-
taining the system. The crucial character of this suggestion
requires further support. In this work we focus on this ef-
fort. Tools of information theory (Fisher Information) and
concepts of entropy (Shannon and Tsallis entropies) are em-
ployed. The analysis indicates that the launch of the EM
precursor is combined with the appearance of a significantly
higher level of organization, which is an imprint of a corre-
sponding higher level of organization of the local seismicity
preceding the EQ occurrence. We argue that the temporal
evolution of the detected EM precursor is in harmony with
the Intermittent Criticality approach of fracture by means
of energy release, correlation length, Hurst exponent and a
power-law exponent obtained from frequency-size distribu-
tions of seismic/electromagnetic avalanche events. The can-
didate precursory EM activity is also consistent with other
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precursors from other disciplines. Thus, accumulated evi-
dence, including laboratory experiments, strengthen the con-
sideration that the emergence of the kHz EM precursor is
sourced in the fracture of asperities indicating that EQ occur-
rence is expected.

1 Introduction

Earthquakes (EQs) are large-scale fracture phenomena in the
Earth’s heterogeneous crust. Despite the large amount of
experimental data and the considerable effort that has been
undertaken by the material scientists, many questions about
fracture processes, and especially the EQ generation pro-
cesses, remain standing .

It is reasonable to expect that EQs’ preparatory process has
various facets which may be observed before the final catas-
trophe. Therefore, the science of EQ prediction should be,
from the start, multi-disciplinary. Fracture- induced fields al-
low a real-time monitoring of damage evolution in materials
during mechanical loading. Electromagnetic (EM) emissions
in a wide frequency spectrum ranging from kHz to MHz are
produced by the cracks’ opening, which can be considered as
the so-called precursors of general fracture (Papadimitriou et
al., 2008; and references therein). These precursors are de-
tectable both at a laboratory (Bahat et al., 2005; Rabinovitch
et al., 2001) and a geophysical scale (Gokhberg et al., 1995;
Hayakawa and Molchanov, 2002; Uyeda et al., 2009).

Our main observational tool is the monitoring of the frac-
tures which occur in the focal area before the final break-
up by recording their kHz-MHz EM emissions. Recent re-
sults indicate that these pre-seismic EM time-series contain
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information characteristic of an ensuing seismic event (Pa-
padimitriou et al., 2008; Kapiris et al., 2004; Contoyiannis
et al., 2005; Karamanos et al., 2006; Eftaxias, 2009). Be-
ing non-destructive, monitoring techniques based on these
fracture-induced fields are a basis for a fundamental under-
standing of fracture mechanism and for developing consecu-
tive models of rock/focal area behaviour. An improved un-
derstanding of the EM precursors, especially their physical
basis, has direct implications for the study of EQ generation
processes and EQ prediction research.

An important challenge in this field of research is to iden-
tify an emerged anomaly in a recorded EM time series as a
pre-seismic one and correspond this to an individual stage of
EQ preparation process. Herein, we focus on this direction.

An anomaly is defined as a deviation from normal (back-
ground) behaviour. In order to develop a quantitative iden-
tification of EM precursors, complementary tools of infor-
mation theory and concepts of entropy are employed here to
identify changes in statistical patterns.

One of the most important contributions of Information
Theory is the establishment of a recipe for ascertaining in
precise and unambiguous terms the amount of information,
i.e. the information measure that an observer possesses con-
cerning a given phenomenon when only a probability dis-
tribution is known. Actually, Shannon entropy (Shannon,
1948) provides a measure of lack of information, which is
why its opposite (usually referred to as “negentropy”, or “in-
formation”, Brillouin, 1953; Frieden, 1990) is preferably
used in communications theory, e.g. (Shanmugam, 2009).
Increase of the information content (indicating order) cor-
responds to decrease of Shannon entropy and accordingly
to an increase of Shannon information. Shannon informa-
tion was considered as the major tool to describe informa-
tion behaviour and complexity of physical systems. How-
ever, during the last years, a growing interest for information
has arisen in theoretical physics; while no discussion of in-
formation measures can be regarded as complete without ref-
erence to that of Fisher (Fisher, 1925). Fisher information is
a physically meaningful measure of disorder for many physi-
cal systems. Frieden (1990) characterized Fisher information
as a versatile tool to describe the evolution laws of physical
systems.

For systems exhibiting long-range correlations, memory,
or fractal properties, nonextensive Tsallis’ entropy, becomes
an appropriate mathematical tool (Tsallis, 1988, 1998, 2009;
Abe et al., 2007). A central property of the EQ preparation
process is the occurrence of coherent large-scale collective
behaviour with a very rich structure, resulting from repeated
nonlinear interactions among the constituents of the system
(Sornette, 2004; Rundle et al., 2003). Consequently, Tsallis
entropy is also a physically meaningful tool for investigating
the launch of a fracture-induced EM precursor.

From an information-theoretical point of view, Tsallis’
entropy is, like Shannon’s entropy, a “missing informa-
tion” measure, while Fischer’s information is a positive one

(Frieden, 1990; Plastino et al., 1997; Martin et al., 1999).
Therefore, Tsallis entropy (like Shannon entropy) “drops”
have as a counterpart Fisher information “peaks”, both in-
dicating a more ordered state. In this sense, entropy and in-
formation are seen to be complementary quantities.

The application of both Fisher information and Shannon
entropy to complex electroencephalogram (EEG) signals has
been presented by Martin et al. (1999). One of the interest-
ing results of their study is that Fisher information allowed
the detection of non-stationary behaviour in situations where
the Shannon entropy shows limited dynamics. On the other
hand, Vignat and Bercher (2003) have shown that the analy-
sis of complex, possibly non-stationary signals can be carried
out in an information plane defined by both Shannon entropy
and Fisher information.

A way to examine transient phenomena on a pre-seismic
EM time series is to partition it into a sequence of distinct
time windows. The aim is to discover a clear difference
of dynamical characteristics as the catastrophic event is ap-
proaching. In this work, we concentrate on the candidate
EM precursor associated with the Athens EQ. The Athens
EQ, with a magnitude of 5.9, occurred on 7 September 1999.
Clear EM anomalies at 3 and 10 kHz were simultaneously
detected from a few days up to a few hours prior to this EQ
(see Sect. 3).

Motivated by the above-mentioned concepts, we analyze
the pre-seismic EM data successively in terms of Fisher In-
formation, Shannon entropy and Tsallis entropy and com-
pare their ability to identify an emerged EM anomaly. We
argue that this analysis reliably distinguishes the candidate
EM precursors from the noise: the launch of anomalies from
the background state is combined with the appearance of a
significantly higher level of organization. We state that if
the detected EM anomaly is a result of the EQ preparation
process, then its higher level of organization should be an
imprint of a corresponding higher level of organization of
the seismicity. Therefore, an important pursuit is to make a
quantitative comparison between the temporal changes of the
organization hidden in an emerged EM anomaly on one hand,
and the changes of the organization of seismicity on the other
hand, as the EQ is approaching. Our analysis confirms the
aforementioned association. Finally, we examine whether
the pre-seismic EM activity under study is compatible to the
“Intermittent Criticality” (IC) (Sornette, 2004; Sornette and
Sammis, 1995; Saleur et al., 1996a, b; Sammis et al., 1996;
Heimpel, 1997) class of models. IC bridges the hypothesis
of an underlying self-organized complexity to the occurrence
of precursory phenomena. We argue that the present analysis
further supports the consideration that the last kHz part of the
emerged precursory EM activity is rooted in the last state of
earthquake generation.

Since it is expected that the EQ’s preparatory process has
various facets which may be observed before the final catas-
trophe, a candidate precursory EM activity should be con-
sistent with other precursors that are imposed by data from
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other disciplines. Experimental evidence indicates that the
above mentioned requirement is well-satisfied in the case un-
der study.

This work is organized as follows. In Sect. 2 we provide
concisely the necessary background knowledge on Shannon
entropy, Fisher information, and Tsallis entropy. In Sect. 3
we proceed to the analysis of a well-documented precursory
EM anomaly recorded prior to the Athens EQ, studying the
evolution with time of Fisher information, Shannon entropy
and Tsallis entropy. The main objective is to evaluate the
effectiveness of the entropy/information metrics to examine
transient phenomena. The results are combined with the re-
sults of the spectral fractal analysis for the same EM precur-
sor. In Sect. 4, we study the associated seismicity in terms
of the changes of its organization as the EQ is approaching
first, and then in terms of Intermittent Criticality. Finally, in
Sect. 5 we summarize and discuss our results.

2 Introduction to Shannon entropy, Fisher information,
and Tsallis entropy

In this section we briefly provide the basic background
knowledge and some useful formulae concerning the Shanon
entropy, Fisher Information, and Tsallis entropy.

2.1 Shannon entropy

Suppose we have a set ofn possible events whose prob-
abilities of occurrence arepi,(i=1,2,...,n). The informa-
tional content of the specific normalized probability distribu-
tion is given by Shannon’s information measure as (Shannon,
1948):

Hsh= −K

n∑
i=1

pi log(pi), (1)

whereK, is a positive constant (it merely amounts to a choice
of a unit of measure, however it is usually set to 1).Hsh
has been forwarded by Shannon as a measure of information,
choice and uncertainty, and recognized as a form of entropy.

Increase of the information content (order) corresponds to
decrease of Shannon entropy. Shannon entropy is considered
a basic tool to describe the information behaviour and com-
plexity of physical systems.

2.2 Fisher information

Fisher Information has been increasingly gaining the interest
of scientists of different scientific fields over the last years.
It was first introduced by Fisher (1925) as a representation
of the amount of information in the results of experimen-
tal measurements of an unknown parameter of a stochastic
system, or simply the amount of information that can be
extracted from a set of measurements (or the “quality” of
the measurements) (Mayer et al., 2006). Fisher information

also provides the basis for a comprehensive alternative ap-
proach to the derivation of probability in physics and other
sciences, and is a versatile tool to describe the evolution laws
of physical systems (Frieden, 1990, 1998, 2004; Frieden and
Gatenby, 2007; Frieden and Soffer, 2000). Moreover, it is a
powerful tool to investigate complex and non-stationary sig-
nals (Martin et al., 1999; Telesca et al., 2011). It allows the
accurate description of the behaviour of dynamic systems,
and the characterization of the complex signals generated
by these systems (Martin et al., 1999; Vignat and Bercher,
2003). The informative content of Fisher Information in de-
tecting significant changes in the behaviour of nonlinear dy-
namical systems has been pointed out (Martin et al., 2001),
rendering it an important quantity involved in many aspects
of the theoretical and observational description of natural
phenomena (Telesca et al., 2011). It has been used as a mea-
sure of the state of disorder of a system or phenomenon, be-
having inversely to entropy, i.e. when order increases, en-
tropy decreases, while Fisher Information increases (Mayer
et al., 2006; Frieden, 1998). Furthermore, Fisher Informa-
tion presents the so called “locality” property in contrast to
the “globality” of entropy (or Shannon’s information), refer-
ring to the sensitivity of Fisher Information to changes in
the shape of the probability distribution corresponding to the
measured variable, not presented by entropy (Mayer et al.,
2006; Frieden, 2004; Fath and Cabezas, 2004). It has been
used in studying several geophysical and environmental phe-
nomena, revealing its ability in describing the complexity of
a system, e.g. (Telesca et al., 2008; Balasco et al., 2008),
and suggesting its use to reveal reliable precursors of critical
events (Telesca et al., 2005a, b, 2009).

In order to provide some useful formulae, let’s assumeθ an
unknown deterministic parameter of a process (system),x an
observable stochastic variable

(
x ∈ RM ,M ≥ 1

)
, from which

θ can be determined, andfθ (x) the probability density for
x (depending also onθ). Trying to infer θ from measure-
ments ofx, one would end-up with an estimatêθ(x) of θ .
The mean square error of the best possible estimator is low
bounded by the inverse of a quantity called the Fisher Infor-
mation Measure (FIM), named after Fisher who introduced
it (Fisher, 1925), which is defined as (Frieden and Gatenby,
2007; Cramer, 1946; Plastino et al., 1997; Pennini et al.,
2009):

I (θ) =

∞∫
−∞

dx ·fθ (x)

[
∂ ln(fθ (x))

∂θ

]2

. (2)

As soon as the estimators are unbiased, the lower bound is
the same indifferently to the parameter of the system one
chooses to measure; the error has to be larger than or equal to
the inverse of the Fisher information associated with the con-
comitant experiment (Frieden and Gatenby, 2007). The par-
ticular case of the translation families, i.e. distribution func-
tions whose form does not change underθ displacements (i.e.
shift invariant distribution functions), is of great importance
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(Frieden and Gatenby, 2007; Frieden, 1998; Pennini et al.,
1998). In that case FIM has a simple expression for the one-
dimensional case. Then, FIM,Ix is defined (Martin et al.,
1999, 2001; Frieden and Gatenby, 2007; Bercher, 2010) as:

Ix =

∞∫
−∞

[
∂ ln(f (x))

∂x

]2

f (x)dx =

∞∫
−∞

(
∂f (x)

∂x

)2
dx

f (x)
.(3)

In the case of a discrete measured variablesk = s (tk), with
tk = kT ,k = 1,2,...,K, andT being the sampling period, one
can define a set ofN disjoint but adjacent intervals (bins)
covering the whole range of values between the minimum
and maximum observed values of the time-series{sk}, de-
noted as{xn},n=1,2,...,N . The corresponding probability
for a sample of the time-series to belong to then-th interval
can be denoted asp(xn). Then, FIM of the Eq. (3), in its
discrete form, can be expressed (Martin et al., 1999, 2001;
Humeau et al., 2008; Cabezas and Karunanithi, 2008) as:

Ix =

N−1∑
n=1

[
p(xn+1)−p(xn)

]2
p(xn)

. (4)

The discrete probability distributionp(xn) corresponds to
the specific values of the unknown underlying probability
density function at the centre values of the intervals{xn},
which are not necessarily of equal length. The probability
density function is usually approximated by the histogram
(Martin et al., 1999, 2001; Mercik et al., 1999; Lovallo et
al., 2007), or by the kernel density estimator technique (De-
vroye, 1987; Janicki and Weron, 1994), employing different
kernel functions like Gaussian kernel (Telesca et al., 2010,
2011; Raykar and Duraiswami, 2006), or Epanechnikov ker-
nel (Telesca et al., 2009; Epanechnikov, 1969).

2.3 Tsallis entropy

In nature, long-range spatial interactions or long-range mem-
ory effects may give rise to very interesting behaviours.
Among them, one of the most intriguing arises in systems
that are non-extensive (non-additive). These systems share
a very subtle property: they violate the Boltzmann-Gibbs
(B-G) statistics, the bridge to the equilibrium thermodynam-
ics. Inspired by multifractals concepts, Tsallis (Tsallis, 1988,
1998, 2009; Abe and Okamoto, 2001) proposed a general-
ization of the B-G statistical mechanics. He introduced an
entropic expression, the Tsallis entropy,Sq , characterized by
an indexq which lead to a non-extensive statistics,

Sq = k
1

q −1

(
1−

w∑
i=1

p
q
i

)
, (5)

where pi are the probabilities associated with the micro-
scopic configurations,w is their total number,q is a real
number, andk is Boltzmann’s constant. The value ofq is a
measure of the non-extensivity of the system. Notice,q = 1
corresponds to the standard, extensive, B-G statistics.

The entropic indexq characterizes the degree of non-
extensivity reflected in the following pseudo-additivity rule:

Sq (A+B) = Sq (A)+Sq (B)+(q −1)Sq (A)Sq (B). (6)

For subsystems that have special probability correlations, ex-
tensivity

SB−G(A+B) = SB−G(A)+SB−G(B) (7)

is not valid forSB−G, but may Eq. (6) occur forSq with a
particular value of the indexq. Such systems are referred to
as non-extensive (Tsallis, 1998, 2009).

The casesq > 1 andq < 1, correspond to sub-extensivity,
or super-extensivity, respectively. We may think ofq as a
bias-parameter:q < 1 privileges rare events, whileq > 1
privileges prominent events (Zunino et al., 2008). We em-
phasize that the parameterq itself is not a measure of the
complexity of the system but measures the degree of non-
extensivity of the system. It is the time variations of the
Tsallis entropy,Sq , for a givenq that quantify the dynamic
changes of the complexity of the system. LowerSq values
characterize signals with lower complexity.

3 Electromagnetic data analysis

A way to examine transient phenomena is to analyze the pre-
seismic EM time series into a sequence of distinct time win-
dows. The aim is to discover a clear difference of dynamical
characteristic as the catastrophic event is approaching. Dif-
ferent metrics are applied on the detected pre-seismic EM
emissions, each one having its own requirements.

A real acquired time-series is generally non-stationary.
Fisher information is a powerful tool for the analysis of com-
plex non-stationary signals (Martin et al., 1999; Telesca et
al., 2010). On the other hand, entropy is computed in spe-
cific segments of the total time-series after they are proven
to be stationary, e.g. (Papadimitriou et al., 2008; Kalimeri et
al., 2008). In order to achieve comparable results, all em-
ployed metrics (Shannon entropy, Tsallis entropy, and Fisher
information) are computed here versus time, by dividing the
acquired time-series into time-windows of specific length
with specific degree of overlapping and computing all met-
rics for each one of them. However, a stationarity check,
using the technique described in (Karamanos et al., 2005), is
performed beforehand. In case a time-window is found non-
stationary, the calculation of the corresponding metrics for
the specific window is omitted. Moreover, we analyzed the
first difference of the raw data time series in order to remove
the non-stationarities of the first order (Telesca et al., 2011).

In the following, we evaluate the effectiveness of the en-
tropy/information metrics to examine transient phenomena
by analyzing a pre-seismic EM time series into a sequence
of distinct time windows and studying the resulting evolu-
tion with time of Fisher information, Shannon entropy, and
Tsallis entropy.
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As it was mentioned in the Introduction (Sect. 1), we con-
centrate on a well- documented, pre-seismic EM signal asso-
ciated with the Athens EQ. The Athens EQ, with a magnitude
of 5.9, occurred on 7 September 1999. Clear EM anomalies
at 3 and 10 kHz were simultaneously detected from a few
days up to a few hours prior to this EQ. In Fig. 1 we present
the 10 kHz (East-West) EM time series from 4 July up to
11 September 1999. We mainly focus on this precursor for
the following reasons: (i) it has a rather long duration, thus
it provides sufficient data for a valuable statistical analysis;
the data have been recorded with a sampling rate of 1 sam-
ple/s while the duration of the candidate EM precursor is
more than six days. (ii) A multidisciplinary analysis in terms
of fault modelling, laboratory experiments, scaling similari-
ties of multiple fracturing of solid materials, fractal electro-
dynamics, criticality, complexity, universality, and mesome-
chanics seems to validate the association of the detected pre-
seismic EM emission with the fracturing process in the focal
area of the impending EQ (Papadimitriou et al., 2008; Ba-
hat et al., 2005; Rabinovitch et al., 2001; Gokhberg et al.,
1995; Hayakawa and Molchanov, 2002; Uyeda et al., 2009;
Kapiris et al., 2004; Contoyiannis et al., 2005; Karamanos
et al., 2006; Eftaxias et al., 2001, 2007, 2009; Kapiris et al.,
2003, 2005). Figure 2 shows a zoom on the three epochs of
the signal which are analysed in the following.

3.1 The Fisher information in its time-dependent
fashion

We calculate the Fisher information associated with suc-
cessive time-windows and study its evolution with time.
We concentrate on the fundamental question whether distin-
guished alterations in associated Fisher information values
emerge in the EM time series as Earth’s crust failure is ap-
proaching.

The analysis is performed on successive, overlapping,
time-windows of 512 samples width each, and an overlap
of 95 %, i.e. sliding with a step of 26 samples (see Fig. 3).
The original EM signal is processed beforehand by running
difference. As a result, the first difference time series is an-
alyzed. The unsmoothed FIM time pattern presents quasi-
spike-like behaviour, due to the signal’s abrupt transitions
(Telesca et al., 2010). Therefore, the Fisher information time
series of Fig. 3 is depicted smoothed, after a running time-
average of 10 windows and 25 % overlapping, to provide a
clearer picture of Fisher information temporal evolution.

A comparison of Fig. 3a with Fig. 3b shows a clear differ-
ence between the information content of the EM background
around the station area (epoch I) and the information content
of the precursory signal (epoch II and epoch III).

We note that, the Fisher information values in epoch II,
i.e. before the emergence of two strong impulsive bursts in
the tail of the pre-seismic EM emission (see Fig. 3), are in
general lower than those of epoch III, indicating a smaller
amount of information that can be extracted from this set of

measurements. Moreover, we observe a significant increase
of the Fisher information values specifically during the sec-
ond strong EM burst. We further discuss the information con-
tent of the analysed recording in Sect. 3.4.

3.2 The Shannon entropy in its time-dependent fashion

We calculate subsequently the Shannon entropy, associated
with successive time-windows and study its evolution with
time. The original EM signal is processed beforehand by
running difference. The analysis is also performed on succes-
sive, overlapping time-windows of 512 samples width each
and an overlap of 95 % , and running time-average of 10 win-
dows and 25 % overlapping (Fig. 4), i.e. under the same anal-
ysis parameters as for the Fisher information case.

A comparison of Fig. 4a with Fig. 4b shows a clear dif-
ference between the Shannon entropy levels of the EM back-
ground around the station area (epoch I) and the Shannon en-
tropy levels of the precursory signal (epoch II and epoch III).

We observe a significant decrease of the Shannon entropy
values, as we move to the emerged two strong EM bursts,
i.e. moving from epoch II to epoch III (Fig. 4), indicating
that a higher degree of order can be traced from the measure-
ments corresponding to epoch III. Furthermore, the Shannon
entropy is noticeably lower during the second EM burst. We
further discuss the entropy levels of the analysed recording
in Sect. 3.4.

3.3 The Tsallis entropy in its time-dependent fashion

The results by means of Tsallis entropy depend upon the en-
tropic indexq. Although the appropriate choice of the en-
tropic indexq is significant, it still remains to be studied
(Naudts, 2002). It is expected that, for every specific use, bet-
ter discrimination will be achieved with appropriate ranges of
values ofq (Tsallis, 1998; Abe and Okamoto, 2001). Thus, a
question arises: what is the preciseq value that describes the
system under study?

A model for EQ dynamics coming from a non-extensive
Tsallis formalism, starting from fundamental principles,
has been recently introduced by Sotolongo-Costa and
Posadas (2004). This approach leads to an energy distribu-
tion function (Gutenberg–Richter type law) for the magni-
tude distribution of EQs (see Eq.8) in Ref. (Sotolongo-Costa
and Posadas, 2004). Their equation provides an excellent
fit to seismicities generated in various large geographic ar-
eas usually identified as seismic regions. Silva et al. (2006)
have subsequently revised this model considering the current
definition of the mean value, i.e. the so-calledq-expectation
value. They also suggested an energy distribution function,
which provides an excellent fit to seismicities, too:
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Fig. 1. Time series of the 10 kHz (East-West) magnetic field strength between 4 July and 11 September 1999, in arbitrary units. The star
indicates the time of the Athens EQ occurrence. A long duration candidate precursory anomaly emerged from a few days up to a few hours
before the EQ. It is clear that the candidate precursor is embedded in a long duration quiescence period concerning the detection of EM
disturbances at the kHz frequency band.

log[N(> M)]

= logN +

(
2−q

1−q

)
log

[
1−

(
1−q

2−q

)(
102M

a2/3

)]
, (8)

whereN is the total number of EQs,N(> M) the number
of EQs with magnitude larger thanM, M ∼ logε. a is the
constant of proportionality between the EQ energy,ε, and the
size of fragment,r,

(
ε ∼ r3

)
. Importantly, the associatedq-

values with the aforementioned Gutenberg–Richter type law
(Eq.8) for different regions (faults) in the world are restricted
in the region 1.6–1.7 (Silva et al., 2006) .

Recently, we investigated whether the above-mentioned
energy distribution function (Eq.8), corresponding to non-
extensive Tsallis statistics, is able to describe the pre-
seismic EM time series. We have shown that Eq. (8) pro-
vides an excellent fit to the experimental EM data, incor-
porating the characteristics of non-extensivity statistics into
the distribution of the pre-seismic “electromagnetic EQs”
(Papadimitriou et al., 2008) (see also Sect. 4.2.3). The

associatedq parameter was found to beq = 1.8. This find-
ing strongly verifies the sub-extensivity of the underlying
fracto-electromagnetic mechanism, while, it is in full agree-
ment with the upper limitq < 2 obtained from several stud-
ies involving the Tsallis non-extensive framework (Vilar et
al., 2007; and references therein). Based on the above men-
tioned concepts, we estimate the Tsallis entropy forq = 1.8.

It is very interesting to observe the similarity in theq val-
ues associated with non-extensive Eq. (8) for all the cata-
logues of EQs used, as well as for the precursory sequences
of EM series (Papadimitriou et al., 2008; Eftaxias et al.,
2001). The observed similarity in theq values indicates that
the activation of a single EQ fault could be considered as a
reduced self-affine image of the whole regional seismicity
(Papadimitriou et al., 2008; Eftaxias et al., 2001; Kapiris et
al., 2003).

Figure 5 shows the Tsallis entropy, associated with suc-
cessive time-windows and represents its evolution with time.
The analysis is once more performed on successive, over-
lapping, time-windows of 512 samples width each and an
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 1 

 2 

Figure 2. Focused views of the ΕΜ recording. Three different time epochs are noted: the first (I, upper graph) 3 

covers from 3 August 1999, 00:00:00 to 12 August 1999, 23:59:59 (UT), the second (II, lower graph) from 1 4 

September 1999, 00:00:00 to 5 September1999, 11:51:00 (UT), and the third (III, lower graph) from 5 5 

September 1999, 11:51:01 to 7 September 1999, 23:59:59 (UT). A vertical grey line separates epochs II and III. 6 

The star indicates the time of the Athens EQ occurrence. The horizontal axis is the time in sec., denoting the 7 

relative time position from the beginning of each of the focused parts of the EM recording. 8 

 9 

 10 

3.1  The Fisher information in its time-dependent fashion 11 

 12 

We calculate the Fisher information, associated with successive time-windows and study its 13 

evolution with time. We concentrate on the fundamental question whether distinguished 14 

alterations in associated Fisher information values emerge in the EM time series as Earth’s 15 

crust failure is approaching.  16 

 17 

The analysis is performed on successive, overlapping, time-windows of 512 samples width 18 

each, and an overlap of 95%, i.e., sliding with a step of 26 samples (see Fig. 3). The original 19 

EM signal is beforehand processed by running difference. As a result, the first difference time 20 

Fig. 2. Focused views of the EM recording. Three different time epochs are noted: the first (I, upper graph) covers from 3 August 1999,
00:00:00 to 12 August 1999, 23:59:59 (UT), the second (II, lower graph) from 1 September 1999, 00:00:00 to 5 September 1999,
11:51:00 (UT), and the third (III, lower graph) from 5 September 1999, 11:51:01 to 7 September 1999, 23:59:59 (UT). A vertical grey
line separates epochs II and III. The star indicates the time of the Athens EQ occurrence. The horizontal axis is the time in s, denoting the
relative time position from the beginning of each of the focused parts of the EM recording.

overlap of 95 % , and running time-average of 10 windows
and 25 % overlapping. The original EM signal is processed
beforehand by running difference.

A comparison of Fig. 5a with Fig. 5b shows a clear dif-
ference between the Tsallis entropy levels of the EM back-
ground around the station area (epoch I) and the Tsallis en-
tropy levels of the precursory signal (epoch II and epoch III).

We observe a significant decrease of the Tsallis entropy
values as we move to the emerged two strong EM bursts, i.e.
as we pass from epoch II to epoch III. This fact indicates
higher organization during epoch III than in epoch II. We
also observe that Tsallis entropy is noticeably lower during
the second EM burst. We further discuss the entropy levels
of the analysed recording in Sect. 3.4.

3.4 Overall considerations

Figure 6 summarizes the temporal evolution of all the em-
ployed metrics as the main event is approaching. As men-
tioned above, in the introduction of this section, three char-
acteristic time periods have been considered, corresponding
to three distinctive phases of the EM recording.

The first (3 August 1999, 00:00:00 UT to 12 August 1999,
23:59:59 UT) is far from the EQ occurrence and corre-
sponds to the background noise in the region of the station.
Analysing this specific time period of the recording, referred
to as epoch I, we define thresholds for the Fisher Information,
Shannon entropy, and Tsallis entropy, corresponding to the
95 % limit of the corresponding values distribution. Namely,
during this phase, 95 % of Fisher Information values lie be-
low the limit of 1.15, 95 % of Shannon entropy values lie
above the limit of 0.73, and 95 % of Tsallis entropy values
lie above the limit of 0.885, (Fig. 6a).

Analysing the epochs II and III too (Fig. 6b, and 6c, re-
spectively), we observe a clear differentiation of these two
epochs from the background noise. All the used measures in-
dicate an increased order during these two epochs. Further-
more, we can see that the population of “above” threshold
values, i.e. above the 1.15 limit for Fisher Information, and
below the limits of 0.73 and 0.885 for Shannon entropy and
Tsallis entropy, respectively, is significantly higher within
the two EM bursts of epoch III, compared to the “above”
threshold population of epoch II. Combining these findings
with the detailed depiction of the temporal evolution of the

www.nat-hazards-earth-syst-sci.net/11/2859/2011/ Nat. Hazards Earth Syst. Sci., 11, 2859–2879, 2011



2866 S. M. Potirakis et al.: A multidisciplinary analysis for traces of the last state of earthquake

Potirakis, et. al.     A multidisciplinary analysis for traces of the last state of earthquake generation...         

p. 15 

 

series is analyzed. The unsmoothed FIM time pattern presents quasi-spike-like behaviour, due 1 

to the signal’s abrupt transitions (Telesca et al., 2010). Therefore, the Fisher information time 2 

series of Fig. 3 is depicted smoothed, after a running time-average of 10 windows and 25% 3 

overlapping, to provide a clearer picture of Fisher information temporal evolution.  4 

 5 

A comparison of Fig. 3(a) with Fig. 3(b) shows a clear difference between the information 6 

content of the EM background around the station area (epoch I) and the information content 7 

of the precursory signal (epoch II and epoch III).  8 

 9 

We note that, the Fisher information values in epoch II, i.e., before the emergence of two 10 

strong impulsive bursts in the tail of the pre-seismic EM emission (see Fig. 3), are in general 11 

lower than those of epoch III, indicating a smaller amount of information that can be extracted 12 

from this set of measurements. Moreover, we observe a significant increase of the Fisher 13 

information values specifically during the second strong EM burst. We further discuss the 14 

information content of the analysed recording in paragraph 3.4. 15 

 16 

 17 

(a) 18 

 19 

(a)
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 3 

Figure 3. Fisher information evolution with time (a) for epoch I, and (b) for the epochs II and III of the signal of 4 

Fig. 2. The original EM signal is beforehand processed by running difference. As a result, the first difference 5 

time series is analyzed. The analyzed signal is given on top of the resulted Fisher information temporal 6 

evolution, time aligned for direct reference. We observe a gradual increase of the Fisher information as the EQ is 7 

approaching, indicating an increase of the organization of the underlying process. 8 

 9 

3.2  The Shannon entropy in its time-dependent fashion 10 

 11 

We calculate subsequently the Shannon entropy, associated with successive time-windows 12 

and study its evolution with time. The original EM signal is beforehand processed by running 13 

difference. The analysis is also performed on successive, overlapping, time-windows of 512 14 

samples width each and an overlap of 95% , and running time-average of 10 windows and 15 

25% overlapping (Fig. 4), i.e. under the same analysis parameters as for the Fisher 16 

information case.  17 

 18 

(b)

Fig. 3. Fisher information evolution with time(a) for epoch I, and
(b) for the epochs II and III of the signal of Fig. 2. The original EM
signal is processed beforehand by running difference. As a result,
the first difference time series is analyzed. The analyzed signal is
given on top of the resulted Fisher information temporal evolution,
time aligned for direct reference. We observe a gradual increase of
the Fisher information as the EQ approaches, indicating an increase
of the organization of the underlying process.

used metrics, as presented in Figs. 3, 4, and 5, it is evident
that the organized parts of the fracture-induced EM precursor
are sparsely distributed in time during epoch II, while on the
contrary they are densely distributed in time within the two
strong EM bursts of epoch III. This may indicate a qualitative
change of the underlying fracto-electromagnetic mechanism.
We focus on this point proceeding to spectral fractal analysis
for a further investigation.
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A comparison of Fig. 4(a) with Fig. 4(b) shows a clear difference between the Shannon 1 

entropy levels of the EM background around the station area (epoch I) and the Shannon 2 

entropy levels of the precursory signal (epoch II and epoch III). 3 

 4 

We observe a significant decrease of the Shannon entropy values, as we move to the emerged 5 

two strong EM bursts, i.e. moving from epoch II to epoch III (Fig. 4), indicating that higher 6 

degree of order can be traced from the measurements corresponding to epoch III. 7 

Furthermore, the Shannon entropy is noticeably lower during the second EM burst. We 8 

further discuss the entropy levels of the analysed recording in paragraph 3.4. 9 

 10 

 11 

(a) 12 

 13 

(a)
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 1 

(b) 2 

 3 

Figure 4. Shannon entropy evolution with time (a) for epoch I, and (b) for the epochs II and III of the signal of 4 

Fig. 2. The analyzed signal is given on top of the resulted Shannon entropy temporal evolution, time aligned for 5 

direct reference. We observe a gradual increase of the organization of the underlying process as the EQ is 6 

approaching. 7 

 8 

 9 

3.3  The Tsallis entropy in its time-dependent fashion 10 

 11 

The results by means of Tsallis entropy depend upon the entropic index q . Although the 12 

appropriate choice of the entropic index q  is significant, it still remains to be studied (Naudts, 13 

2002). It is expected that, for every specific use, better discrimination will be achieved with 14 

appropriate ranges of values of q  (Tsallis, 1998; Abe and Okamoto, 2001). Thus, a question 15 

arises: what is the precise q  value that describes the system under study? 16 

 17 

A model for EQ dynamics coming from a non-extensive Tsallis formalism, starting from 18 

fundamental principles, has been recently introduced by Sotolongo-Costa and Posadas (2004). 19 

This approach leads to an energy distribution function (Gutenberg–Richter type law) for the 20 

(b)

Fig. 4. Shannon entropy evolution with time(a) for epoch I, and(b)
for the epochs II and III of the signal of Fig. 2. The analyzed signal
is given on top of the resulted Shannon entropy temporal evolution,
time aligned for direct reference. We observe a gradual increase of
the organization of the underlying process as the EQ approaches.

Previous analyses in terms of spectral fractal analysis have
shown that the candidate precursor EM anomaly begins on
1 September 1999, and ends on 7 September 1999 just after
the second strong impulsive burst (Kapiris et al., 2004, 2005;
Eftaxias et al., 2004). We summarize the results in Fig. 7.
More precisely, we have shown that the candidate EM pre-
cursor behaves as a temporal fractal; it obeys a power-law of
the form:
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It is very interesting to observe the similarity in the q  values associated with both non-1 

extensive Eq. (8) for all the catalogues of EQs used, as well as for the precursory sequences of 2 

EM series (Papadimitriou et al., 2008; Eftaxias et al., 2001). The observed similarity in the q  3 

values indicates that the activation of a single EQ fault could be considered as a reduced self-4 

affine image of the whole regional seismicity (Papadimitriou et al., 2008; Eftaxias et al., 5 

2001; Kapiris et al., 2003). 6 

 7 

Figure 5 shows the Tsallis entropy, associated with successive time-windows and represents 8 

its evolution with time. The analysis is once more performed on successive, overlapping, 9 

time-windows of 512 samples width each and an overlap of 95% , and running time-average 10 

of 10 windows and 25% overlapping. The original EM signal is beforehand processed by 11 

running difference. 12 

 13 

 14 

(a) 15 

 16 

(a)
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 1 

(b) 2 

 3 

Figure 5. Tsallis entropy evolution with time (a) for epoch I, and (b) for the epochs II and III of the signal of Fig. 4 

2. The analyzed signal is given on top of the resulted Tsallis entropy temporal evolution, time aligned for direct 5 

reference. We observe a gradual increase of the organization of the underlying process as the EQ is approaching. 6 

 7 

A comparison of Fig. 5(a) with Fig. 5(b) shows a clear difference between the Tsallis entropy 8 

levels of the EM background around the station area (epoch I) and the Tsallis entropy levels 9 

of the precursory signal (epoch II and epoch III). 10 

 11 

We observe a significant decrease of the Tsallis entropy values as we move to the emerged 12 

two strong EM bursts, i.e., as we pass from epoch II to epoch III. This fact indicates higher 13 

organization during epoch III, than in epoch II. We also observe that Tsallis entropy is 14 

noticeably lower during the second EM burst. We further discuss the entropy levels of the 15 

analysed recording in paragraph 3.4. 16 

 17 

 18 

(b)

Fig. 5. Tsallis entropy evolution with time(a) for epoch I, and(b)
for the epochs II and III of the signal of Fig. 2. The analyzed signal
is given on top of the resulted Tsallis entropy temporal evolution,
time aligned for direct reference. We observe a gradual increase of
the organization of the underlying process as the EQ is approaching.

S(f ) ∼ f −β , (9)

whereS(f ) is the power spectral density, andf the fre-
quency.

In a logS(f )− logf representation the power spectrum is
a straight line, with linear spectral slopeβ. The quality of
the fit of a time series to the power-law is represented by the
square linear correlation coefficient,r. The temporal evolu-
tion of r (see Fig. 7) indicates that the EM time series far
from the EQ occurrence (i.e. during epoch I) does not have
fractal properties. On the contrary, 58 % of the population
of the 1024 samples long consecutive windows included in

the first stage of the emerged EM activity (epoch II) fit to the
power-law (Eq.9) with r > 0.85. The last rate increases to
99 % into the two strong impulsive EM bursts (the signal part
of epoch III), thus the fractal structure is clearly strengthened
within the two bursts.

The observed fractal-law indicates the existence of long-
term memory. We note that, the larger theβ value is, the
longer the memory of the underlying mechanism is. Thus,
Fig. 7 shows that the memory of the system is increasing
as the EQ is approaching. The spectral scaling exponentβ,
is distributed in the region 1< β < 3, in the candidate EM
precursor.

Two classes of signals have been widely used to model
stochastic fractal time series (Heneghan and McDarby,
2000): fractional Gaussian noise (fGn) and fractional Brow-
nian motion (fBm). These are, respectively, generalizations
of white Gaussian noise and Brownian motion. For the case
of the fGn model the scaling exponent lies between−1 and
1, while the regime of fBm is indicated by values from 1 to
3.

Theβ-exponent is related to the Hurst exponent,H :

β = 2H +1, (10)

with 0< H < 1 (1< β < 3) for the fBm model (Heneghan
and McDarby, 2000). The exponentH characterizes the
persistent/anti-persistent properties of the signal. The range
0 < H < 0.5 (1< β < 2) indicates anti-persistency, which
means that if the fluctuations increase in a time interval, it is
likely to decrease in the interval immediately following and
vice versa. Physically, this implies that fluctuations tend to
induce stability within the system (negative feedback mech-
anism). Figure 7 reveals that the EM time series exhibits
anti-persistent properties during epoch II. On the contrary,
the EM precursor exhibits persistent properties, 0.5< H < 1
(2 < β < 3) into the two strong bursts (the signal part of
epoch III). This means that if the amplitude of the fluctua-
tions increases in a time interval, it is likely to continue in-
creasing in the immediately next interval. In other words,
the underlying dynamics are governed by a positive feedback
mechanism.

Analysing the results depicted in Figs. 6 and 7, we suggest
the following:

During epoch II

We note an increase of the “above threshold” percentage for
all metrics, compared to the background phase (epoch I), sig-
nifying an increase of organization in the signal (Fig. 6b).
Moreover, the EM activity shows anti-persistent behaviour
during this epoch. We note that the population of time-
windows having increased anti-persistent organization in re-
spect to that of the background noise is relatively low. We
can hypothesize the following physical image. The inter-
play between the heterogeneities and the stress field could
be responsible for the observed pattern. The anti-persistent
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3.4  Overall consideration 1 

 2 

Figure 6 summarizes the temporal evolution of all the employed metrics as the main event is 3 

approaching. As mentioned above, in the introduction of this Section, three characteristic time 4 

periods have been considered, corresponding to three distinctive phases of the EM recording.  5 

 6 

The first (03/08/1999, 00:00:00 UT to 12/08/1999, 23:59:59 UT) is far from the EQ 7 

occurrence and corresponds to the background noise in the region of the station. Analysing 8 

this specific time period of the recording, referred to as epoch I, we define thresholds for the 9 

Fisher Information, Shannon entropy, and Tsallis entropy, corresponding to the 95% limit of 10 

the corresponding values distribution. Namely, during this phase, the 95% of Fisher 11 

Information values lie below the limit of 1.15, the 95% of Shannon entropy values lie above 12 

the limit of 0.73, and the 95% of Tsallis entropy values lie above the limit of 0.885, (Fig 6(a)). 13 

 14 

 15 

(a) 16 
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Figure 6. Percentage of Fisher information, Shannon entropy and Tsallis entropy values lying “above” the 6 

background information / entropy threshold. (a) Threshold values calculated at the 95% limit of the information / 7 

(b)
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Figure 6. Percentage of Fisher information, Shannon entropy and Tsallis entropy values lying “above” the 6 

background information / entropy threshold. (a) Threshold values calculated at the 95% limit of the information / 7 

(c)

Fig. 6. Percentage of Fisher information, Shannon entropy and Tsallis entropy values lying “above” the background information/entropy threshold.(a) Threshold values
calculated at the 95 % limit of the information/entropy values distribution during the first, background, phase of the signal (epoch I: 3 August 1999, 00:00:00 UT to 12 August 1999,
23:59:59 UT). “Above threshold” are considered values of Fisher information>1.15, Shannon entropy<0.73, and Tsallis entropy<0.885. (b) Percentage of Fisher information,
Shannon entropy and Tsallis entropy values “above threshold” for the second, early-preparatory, phase of the signal (epoch II: 1 September 1999, 00:00:00 UT to 4 September 1999,
11:51:00 UT). An increase of the “above threshold” percentage is noted for all metrics, compared to the background percentages, signifying an increased order in the signal.(c) The
same representation as in(b) for the third, main, phase of the signal (epoch III: 5 September 1999, 11:51:01 UT to 7 September 1999, 23:59:59 UT). A further increase of the order
is noted inside the two strong signal bursts, while the percentages after the two bursts denote “background” behaviour. It is also pointed out that the second signal appears to be more
organized than the first one.
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 1 

In a ( )log logS f f−  representation the power spectrum is a straight line, with linear spectral 2 

slope β . The quality of the fit of a time series to the power-law is represented by the square 3 

linear correlation coefficient, r . The temporal evolution of r  (see Fig. 7) indicates that the 4 

EM time series far from the EQ occurrence (e.g., during epoch I) has not fractal properties. 5 

On the contrary, the 58% of the population of the 1024 samples long consecutive windows 6 

included in the first stage of the emerged EM activity (epoch II) fit to the power-law (Eq. (9)) 7 

with 0.85r > . The last rate increases to 99% into the two strong impulsive EM bursts (the 8 

signal part of epoch III), thus the fractal structure is clearly strengthened within the two 9 

bursts.  10 

 11 

The observed fractal-law indicates the existence of long-term memory. We note that, the 12 

larger the β  value is, the longer the memory of the underlying mechanism is. Thus, Fig. 7 13 

shows that the memory of the system is increasing as the EQ is approaching. The spectral 14 

scaling exponent β , is distributed in the region 1 3β< < , in the candidate EM precursor.  15 

 16 

 17 

 18 

Figure 7. The lower part shows distribution of the spectral scaling exponent, β , estimated for the population of 19 

the short duration windows which presented fitting to power law better than 85%, over the three epochs of the 20 

Fig. 7. The lower part shows distribution of the spectral scaling
exponent,β, estimated for the population of the short duration win-
dows which presented fitting to power law better than 85 %, over
the three epochs of the EM recording under analysis. The upper part
shows the percentage of the correlation coefficient,r, lying above
the threshold of 0.85 for each one of the three epochs.

character of the EM time series may reflect the fact that
in the heterogeneous entities under fracture, entities with a
low breaking threshold alternate with much stronger entities.
Failure nucleation begins to occur at an area where the re-
sistance to rupture growth has the minimum value. During
this fracture, an organized EM emission is emitted. The frac-
ture continues in the same weak area until a stronger area is
encountered in its neighbourhood. When this happens, crack
growth stops. Then, in the level of EM emission, the EM val-
ues come back to the background level. The stresses are re-
distributed while the applied stress in the focal area increases,
thus a new population of cracks nucleates in the weaker of
the unbroken areas. The growth of new population of cracks
also stops when it encounters another stronger area, and so
on. Anti-persistent behaviour implies a set of fluctuations
tending to induce stability within the system, i.e. a nonlinear
negative feedback, which “kicks” the opening cracks away
from extremes.

Epoch III

Epoch III is comprised of two clearly distinguishable parts:
the strong impulsive bursts on one hand and the EM record-
ing just after each of them. We observe that outside of the
two bursts the “above threshold” percentages indicate “back-
ground” behaviour. Regarding the two strong bursts: (i) they
are highly organized (Fig. 6c), while the second burst appears
to be more organized than the first one. (ii) Both bursts show
persistent behaviour. Interestingly, the first burst contains ap-
proximately 20 % of the total EM energy received and the

second one the remaining 80 % (Eftaxias et al., 2001), see
below Sect. 4. (iii) The population of time-windows having
high organization is far elevated compared to the organized
population of epoch II. The combination of the above men-
tioned three characteristics leads to the following physical
image. The abrupt emergence of strong EM emission in the
tail of the precursory EM radiation is regarded as a finger-
print of the local dynamic fracture of nearly homogeneous,
high strength, large entities distributed in the focal area sus-
taining the system. The process is characterized by a positive
feedback which leads the system out of equilibrium. Notice
that laboratory experiments also show the appearance of high
organization and persistency just before the global instability
occurrence (Lei et al., 2000; Lei and Satoh, 2007; Ponomarev
et al., 1997).

In summary, we argue that the performed statistical anal-
ysis by means of Fisher Information, Shannon entropy and
Tsallis Entropy reliably distinguishes the candidate EM pre-
cursors from the noise: the launch of anomalies from the
background state is combined by the appearance of a signif-
icantly higher level of organization which increases as the
EQ approaches. In the tail the EM activity the appearance
of high organization is combined by the emergence of per-
sistency. These two properties are compatible with the last
stage of the earthquake preparation process.

4 Interpretation of the EM precursor in terms
of seismicity

As it has been proposed in the Introduction, any multidisci-
plinary statistical analyses by themselves are not sufficient to
characterize recorded EM anomalies as pre-earthquake ones.
In our opinion, they offer necessary but not sufficient cri-
teria in order to recognize an emergent EM anomaly as a
precursor. Both the seismicity and the pre-seismic EM emis-
sion represent different cuts in the same underlying fracture
mechanism. Thus, we state that if the detected EM anomaly
is a result of the EQ preparation process, then, its observed
increase of organization as the main event approaches should
be an imprint of a corresponding behaviour of the associ-
ated seismicity. Therefore, an important pursuit is to make a
quantitative comparison between temporal changes of orga-
nization hidden in the emergent EM anomaly on one hand,
and changes of organization of seismicity on the other hand,
as the main event approaches.

Firstly, we attempt to examine in terms of Fisher Informa-
tion whether the observed organization in the EM precursor
under study is also hidden in the seismicity emerged around
the epicentre of the Athens EQ prior to the main shock occur-
rence. Next, we examine the above-mentioned comparison
in the frame of a class of models of fracture, which are en-
compassed by a concept called “Intermittent Criticality” (IC)
(Sornette, 2004; Sornette and Sammis, 1995; Saleur et al.,
1996a, b; Sammis et al., 1996; Heimpel, 1997). IC bridges
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the hypothesis of an underlying self-organized complexity
and the occurrence of precursory phenomena (e.g. Huang et
al., 1998; Grasso and Sornette, 1998; Hainzl et al., 2000;
Newman and Turcotte, 2002; Al-Kindy and Main, 2003).

4.1 Study of seismicity in terms of Fisher Information

We study the seismicity in two geographic areas: (a) within
a circle of 200 km radius centred at the Athens EQ epicen-
tre and (b) for the rest of Greece, excluding the area up to
200km around the Athens EQ epicentre. We present these
results under the caution that the number of EQs reported
from the Institute of Geodynamics of the National Obser-
vatory of Athens (http://www.gein.noa.gr/services/cat.html)
are limited. Per analysis, parts of equal number of seis-
mic events have been considered for statistical reasons (see
Fig. 8). However, first of all we clarify the involvement of
the Izmit EQ (Fig. 8) in our study.

The destructive Athens EQ arrived very shortly after the
major 17 August 1999,Mw = 7.4, EQ of Izmit, Turkey,
which occurred approximately 650 km to the NE of Athens.
Sufficient seismological measurements suggest a link be-
tween the activity in Greece and the Turkish event (Brodsky
et al., 2000). Indeed, Brodsky et al. (2000), report that small
EQs throughout much of continental Greece followed imme-
diately after the Izmit EQ. The triggering of events in Greece
from the Izmit main shock occurred immediately after the
passage of the surface waves (Brodsky et al., 2000). Impor-
tantly, a time-to-failure analysis showed that the process of
small and moderate EQ generation around the epicentre of
the Athens EQ (Papadopoulos, 2002) started accelerating im-
mediately after the Izmit EQ the process culminated with a
clear short term acceleration similar to the classic foreshock
seismicity increase (Papadopoulos, 2002). One hypothesis is
that the surface waves of the Izmit EQ might be responsible
for the observed positive feedback (Stein, 1999). Notice that,
on laboratory scale, Krysac and Maynard (1998) have shown
that during the fracture of a brittle material, the breaking of
a bond launches a propagating stress wave which may trig-
ger the breaking of other bonds. For this reason we examine
the Fisher Information before the time of the Izmit EQ oc-
currence and after this time up to the time of the Athens EQ
occurrence.

The seismicity is examined here in terms of the time inter-
vals between time-neighbouring events from within a given
area of interest, namely, within a 200 km radius from the
Athens epicentre, and the rest of Greece excluding the area
confined by the 200 km radius circle around the Athens EQ
epicentre. The seismicity is processed beforehand by running
difference. As Fig. 8 shows, the Fisher Information increases
right after the occurrence of the Izmit EQ, both outside the
200 km circle around Athens EQ epicentre (Fig. 8b) and in-
side it (Fig. 8a). This means that the Izmit EQ occurrence
is accompanied by the appearance of a significantly higher
level of organization in the seismicity of Greece. However,
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Fig. 8. Fisher information of the seismicity for the EQ events oc-
curring during the time period 20 May 1999 to 7 September 1999,
11:56:50.5 (UT), i.e. up to the time of the Athens EQ occurrence:
(a) near Athens, i.e. within a 200 km radius from the Athens epicen-
tre, and(b) away from Athens, i.e. in the rest of Greece excluding
the area confined by the 200 km radius circle around the Athens EQ
epicentre. The analyzed time-series is given on top of the resulted
Fisher information temporal evolution, time aligned for direct ref-
erence. The vertical grey line indicates the time of the Izmit EQ
occurrence.

the increase of the Fisher Information which corresponds to
the seismicity around the epicentre of the Athens EQ is found
to be significantly greater than the increase outside of it. This
result supports the hypothesis that the high organization of
the detected EM precursor just before the Athens EQ occur-
rence (Fig. 6) is rooted in the high organization of seismicity
around the epicentre of the Athens EQ.

Nat. Hazards Earth Syst. Sci., 11, 2859–2879, 2011 www.nat-hazards-earth-syst-sci.net/11/2859/2011/

http://www.gein.noa.gr/services/cat.html


S. M. Potirakis et al.: A multidisciplinary analysis for traces of the last state of earthquake 2871

4.2 Interpretation in terms of intermittent criticality

The IC-viewpoint is based on the hypothesis that a large re-
gional earthquake is the end result of a process in which the
stress field becomes correlated over increasingly long scale-
lengths, which set the size of the largest earthquake that
can be expected at any given time. The largest event pos-
sible on the fault network cannot occur until regional crit-
icality has been achieved and stress is consequently corre-
lated at all length scales up to the size of the region. This
large event destroys, after its occurrence, the criticality on
its associated network, creating a period of relative quies-
cence, after which the process repeats by rebuilding correla-
tion lengths towards criticality and the next large event. In
contrast to self-organized criticality, in which the system is
always at or near criticality, intermittent criticality implies
time-dependent variations in the activity during a seismic cy-
cle.

The central prediction of IC is that large earthquakes only
occur when the system is in a critical state. This large EQ
acts as a sort of “critical point” dividing the seismic cycle into
a period of growing stress correlations before a great earth-
quake and a relatively uncorrelated stress field after it. Be-
fore a large earthquake, the growing correlation length man-
ifests itself as an increase in the frequency of intermediate-
magnitude earthquakes. This is commonly referred to as the
accelerating moment release model, and has been discussed
by a number of authors (Sornette and Sammis, 1995; Sykes
and Jaume, 1990; Bufe and Varnes, 1993; Bowman et al.,
1998; Jaume and Sykes, 1999; Bowman and King, 2001).

Briefly, the IC approach includes self-organized critical-
ity (Bak and Tang, 1989), growing spatial correlation length
(Zöller et al., 2006; and references therein) and accelerating
energy release (Bufe and Varnes, 1993; Jaume and Sykes,
1999). We argue that the EM anomaly under study can be
interpreted as an EM confirmation of the IC hypothesis.

4.2.1 Focus on the accelerating energy
release characteristic

Figure 9 shows the “cumulative EM energy release”E(tn) =
n∑

j=1
Ej ,tn=n ·1t,n=1,2,3,... (in arbitrary units), whereEj

is the released EM energy of thej -th EM event; the EM
energy is estimated with the signal energy as defined for a
digitized signalEj = A2

j ·1t , whereAj is the signal ampli-
tude of thej -th EM sample and1t is the sampling period
(here 1 sec). For comparison reasons, we present also, in the
same figure, the cumulative seismic energy release computed
over a cyclic area (R = 200 km) around the epicentre of the

Athens EQ,ε(tn) =

n∑
j=1

εj , whereεj is the released energy of

the j -th seismic event. The energy release of thej -th seis-
mic event is estimated by the Gutenberg-Richter magnitude-
energy relation logεj = 1.5Mj + 11.8 (Gutenberg, 1956;
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Fig. 9. Time evolution of the EM (continuous line) and seismic
(broken line) energy release accumulation. The grey dotted line
indicates the time of the Athens EQ occurrence.

Kanamori, 1977), whereMj is the magnitude of thej -th
seismic event.

One can observe the similarity of the temporal evolution of
both the mechanical (seismic) and the EM energy release as
the Athens EQ approaches. This experimental fact supports
the hypothesis that both the seismicity and the detected pre-
seismic EM emission represent two cuts in the same under-
lying fracture mechanism. It is remarkable that in both cases
a power-law type increase in the rate of energy release as the
global instability approaches is observed. The observed ac-
celeration of the EM emission leading up to EM large event
and “EM shadow” following this could be interpreted as an
electromagnetic confirmation of the IC hypothesis.

We pay attention to the subsequent experimental fact. The
EM emissions recorded before the Athens EQ end in two
very strong bursts (Figs. 1, 2): the first burst contains ap-
proximately 20 % of the total EM energy received and the
second one the remaining 80 % (Eftaxias et al., 2001). On
the other hand, Synthetic Aperture Radars (SAR) are space-
borne instruments that emit EM radiation and then record the
strength and time delay of the returning signal to produce im-
ages of the ground. By combining two or more SAR images
of the same area, it is possible to generate elevation maps and
surface change maps with unprecedented precision and res-
olution. This technique is called SAR interferometry. SAR
interferometry is becoming a new tool for active tectonics by
providing both (i) precision surface change maps spanning
periods of days to years and (ii) precision, high-resolution
topographic maps for measuring crustal strain accumulated
over longer periods of time. Importantly, the fault modelling
of the Athens EQ, based on information obtained by radar
interferometry (Kontoes et al., 2000), predicts two faults: the
main fault segment that is responsible for 80 % of the to-
tal energy released, and the secondary fault segment for the
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remaining 20 %. Moreover, a seismic data analysis indicates
that there was probably a subsequent EQ with magnitude 5.3
after about 3.5 s of the main event (Eftaxias et al., 2001). This
experimental result strongly enhances the seismogenic origin
of the detected kHz EM emission prior to the Athens EQ.

4.2.2 Focus on the growing spatial correlation length
characteristic

Generally, the important feature of spatially extended sys-
tems exhibiting a critical behaviour is that the growth of the
spatial correlation length obeys a power law with a singu-
larity in the critical point (Bowman et al., 1998; Zöller and
Hainzl, 2002; Z̈oller et al., 2001; Main, 1999). The growing
correlation length constitutes an indicator for critical point
behaviour prior to large EQs (Zöller et al., 2001; Lee et al.,
2009; and references therein).

Maslov et al. (1994) have formally established the rela-
tionship between spatial fractal behaviour and long-range
temporal correlations for a broad range of critical phenom-
ena. They showed that both the temporal and spatial activ-
ity can be described as different cuts in the same underlying
fractal. A self-organized critical process, as the source of
the temporal power-laws, would further suggest that similar
power laws exist also for parameters in the spatial domain
(Hansen and Schmittbuhl, 2003). Laboratory experiments
also support the consideration that both the temporal and spa-
tial activity can be described as different cuts in the same un-
derlying fractal. Characteristically, Ponomarev et al. (1997)
have studied in the laboratory the temporal evolution of Hurst
exponent for the series of distancesHr and time intervalsHt
between consecutive acoustic emission events in rocks. Their
analysis indicates that the changes with time ofHr andHt are
in phase, while the relationshipHr ∼ Ht is valid. Based on
the above mentioned, a growing correlation length in the EM
time series under study could be considered as a footprint of
a corresponding growing correlation length of the spatially
extended fracture process in the focus area as the main event
approaches. Therefore, we examine the existence of a grow-
ing correlation length in the EM time series.

We remind the reader here that the EM precursor behaves
as temporal fractal obeying the Eq. (9). The spectral scal-
ing exponentβ is a measure of the strength of time correla-
tions. We observe that the distribution of theβ-exponent is
significantly shifted to higher values as the EQ approaches
(see Fig. 7). Asβ increases, the correlation length in the
time series also increases. Thus, a basic precursory signa-
ture predicted by the IC model is hidden in the candidate EM
precursor. The growth of the correlation length in the EM
time series under study could be the signature of the growth
of the spatial correlation length during the preparation of the
impending EQ.

We note that the acceleration in energy release is the con-
sequence of the growth of the spatial correlation length. The
long-range correlation without a doubt plays a crucial role to

the precursory phenomena in the frame of the IC-approach
(Lee et al., 2009). When the long-range correlation hap-
pens to the system, it facilitates an initiation of another local
fracture in the remote connection and nucleates a new lo-
cal avalanche which thus averagely increases the avalanche
activity (Lahtinen et al., 2005). This situation induces high
probability releasing energy to far sites, which furthermore
causes a chain of local reactions in toppling around the sys-
tem (focal area). Thus, the large-scale correlation in the
spatial distribution of energy gradually grows, which conse-
quently produces a series of larger and larger events. There-
fore, the observed acceleration of the EM energy release and
the emission of a series of larger and larger EM events (see
Figs. 1, 9) themselves imply a growing correlation length in
the EM time series.

4.2.3 Interpretation by means of the long-range
connective sandpile model

Lee et al. (2009) have recently analyzed the Hurst exponent
H and a power-law exponentB obtained from frequency-
size distributions of avalanche events in a long-range connec-
tive sandpile (LRCS) model and studied the relation between
those two exponents. The LRCS model is introduced by con-
sidering the random distant connection between two sepa-
rated cells. They found that the parametersB andH present
precursory phenomena prior to large avalanche events; the
B-values typically decrease prior to large avalanches while
theH -values increase.

We found that theH -parameter associated with the EM
precursor shows the predicted precursory behaviour in terms
of H exponent by the LRCS model:H -values increase as the
EQ approaches (see Fig. 7).

Concerning the second precursory parameterB, which
refers to frequency-size distributions of avalanche events, we
study it through the non-extensive Gutenberg-Richter law
described by the Eq. (8), which provides an excellent fit
to seismicities generated in large geographic areas usually
identified as “seismic regions”, each of them covering many
geological faults.

We refer to the recorded precursory EM time-seriesA(ti).
We regard as amplitude,Afem, of a candidate “fracto-
electromagnetic emission” the differenceAfem(ti) = A(ti)−

Anoise, whereAnoiseis the maximum value of the EM record-
ing during a quiet period, namely far from the time of the
EQ occurrence. We consider that a sequence ofk succes-
sively emerged “fracto-electromagnetic emissions”Afem(ti),
i = 1,...,k represents the EM energy released,ε, during the
damage of a fragment. We shall refer to this as an “elec-
tromagnetic earthquake” (EM-EQ). Since the squared ampli-
tude of the fracto-electromagnetic emissions is proportional
to their energy, the magnitudeM of the candidate EM-EQ is
given by the relationM ∼ logε = log

(∑
[Afem(ti)]2

)
.

Figure 10 shows that Eq. (8) provides an excellent fit
to the preseismic EM experimental data, incorporating the
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characteristics of non-extensivity statistics into the distribu-
tion of the detected precursory EM-EQs. Herein,N is the
total number of the detected EM-EQs,N(> M) the number
of EM-EQs with magnitude larger thanM, G(> M) = N(>

M)/N the relative cumulative number of EM-EQs with mag-
nitude larger thanM (Sotolongo-Costa and Posadas, 2004;
Silva et al., 2006). The best-fitq-parameters for this analysis
performed to the EM time series recorded by the 10 kHz EW
and 10 kHz NS detectors are given by:

i. 10 kHz EW detector:q = 1.700±0.001 for the second
epoch (see Fig. 10a) andq = 1.830±0.001 for the third
epoch (see Fig. 10b).

ii. 10 kHz NS detector:q = 1.722±0.001 for the second
epoch (see Fig. 10c) andq = 1.8368± 0.008 for the
third epoch (see Fig. 10d).

It is very interesting to observe the similarity in theq-
values of the non-extensive Eq. (8), associated with both the
catalogues of the EQs used, and the precursory sequences
of EM-EQs under study. The observed similarity in theq-
values indicates that the activation of a single EQ (fault)
could be considered as a reduced self-affine image of the
whole regional seismicity.

The cumulative number of EQs with a magnitude greater
thanM occurring in a specified area and time is given by the
Gutenberg-Richter empirical law:

N(> M) ∼ 10bM , (11)

whereb is a constant, which varies only slightly from region
to region. Theq-parameter included in the non-extensive
formula (Eq.8) is associated with theb parameter by the
relation (Sarlis et al., 2010):

b = 2·
2−q

q −1
(12)

Consequently, the sequence of EM earthquakes are charac-
terized by:

i. 10 kHz EW detector:b = 0.86 for the second epoch and
b = 0.41 for the third epoch.

ii. 10 kHz NS detector:b = 0.77 for the second epoch and
b = 0.39 for the third epoch.

We find that theb-values decrease, while theH -values in-
crease in the EM time-series as the EQ approaches, as it is
predicted by the long-range connective sandpile model, in-
troduced by Lee et al. (2009).

Based on the above presented analysis, we conclude that
the EM anomaly under study actually can be interpreted as an
EM confirmation of the IC hypothesis of the EQ generation.

5 Discussion and conclusions

In the present work, we tackle EQs as large scale fracture
phenomena. We have attempted to put forward physically
meaningful arguments to justify the presence of traces of the
last state of earthquake generation within pre-seismic EM
emissions. Our method is based on monitoring the fractures
which occur in the pre-focal area before the final breakup by
recording their kHz–MHz EM emissions.

Tools of information theory (Fisher Information) and con-
cepts of entropy (Shannon and Tsallis entropies) have been
used to develop a quantitative identification of kHz EM pre-
cursors. We have shown that this analysis reliably distin-
guishes the candidate EM precursors from the noise: the
launch of anomalies from the background state is combined
with the appearance of a significantly higher level of organi-
zation.

In order to investigate whether the detected EM anomaly
is a result of the EQ preparation process, we sought for evi-
dence that its higher level of organization is an imprint of a
corresponding higher level of organization of the local seis-
micity which precedes the EQ occurrence. In this direc-
tion, we made a quantitative comparison between the tem-
poral changes of the organization hidden in the emerged EM
anomaly on one hand, and the changes of the organization
of seismicity on the other hand, as the EQ approaches. We
examined the above-mentioned comparison in the frame of a
class of models of fracture which are encompassed by a con-
cept called “Intermittent Criticality” (IC). IC-concept bridges
the hypothesis of an underlying self-organized complexity to
the occurrence of precursory phenomena. We confirmed that
the temporal evolution of the detected EM precursor is in har-
mony with the IC-approach of fracture by means of energy
release, correlation length, Hurst exponent, and a power-law
exponent obtained from frequency-size distributions of seis-
mic/EM avalanche events.

As it was mentioned in the Introduction, it is reason-
able to expect that an EQ’s preparatory process has various
facets which may be observed before the final catastrophe.
Thus, the science of EQ generation/prediction should, from
the start, be multi-disciplinary. A candidate EM precursor
should be consistent with other precursors that are imposed
by data from other disciplines. Thus, a crucial question is
whether this necessity is valid for the case presented in this
work. The answer is positive. Indeed:

1. We have shown here that the seismological view of the
Athens EQ is compatible with the EM one by means
of organization (Sect. 4.1), accelerating rate of energy
release (Sect. 4.2), IC-hypothesis (Sect. 4.2) and non-
extensive model for EQ dynamics (Sect. 4.2).

2. Clear MHz-to-kHz EM anomalies have been systemat-
ically detected over periods ranging from a few days to
a few hours prior to recent destructive EQs in Greece,
with the MHz radiation appearing earlier than the kHz.
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A well-documented MHz EM precursor has been de-
tected prior to the Athens EQ (Kapiris et al., 2004; Con-
toyiannis et al., 2005; Eftaxias et al., 2001, 2007; Con-
toyiannis and Eftaxias, 2008). The initial MHz anomaly
is thought to be due to the fracture of a highly het-
erogeneous system that surrounds the family of asper-
ities. The associated arguments have been supported
by means of criticality, in particular in terms of the
recently introduced method of critical fluctuations and
Levy statistics (Kapiris et al., 2004; Contoyiannis et al.,
2005; Contoyiannis and Eftaxias, 2008).

3. Infrared remote sensing makes use of infrared sensors
to detect infrared radiation emitted from the Earth’s sur-
face. Enhanced thermal infrared (TIR) emissions from
the area of EQ preparation a few days before the seis-
mic shock retrieved by satellites has been frequently re-
ported (Pulinetes and Boyarchuk, 2004; Ouzounov et
al., 2005; Tronin et al., 2002; Ouzounov and Freund,
2004). A clear increase in the TIR emission over the
area around the Athens EQ epicentre was detected from

satellites during the days where the accelerating kHz
EM radiation of high organization and persistent be-
haviour emerged (Filizzola et al., 2004).

4. A type of precursory signals is the so-called seismic
electric signals (SES) (Gershenzon and Bambakidis,
2001; Varotsos, 2005). They are ultra-low-frequency
(<1 Hz) changes of the electric field of the earth. Field
and laboratory experience coincide to the point that the
transient low-frequency electric signals SES tend to ap-
pear earlier in respect to the MHz-kHz EM emissions.
This scheme, namely, the appearance of ultralow fre-
quency changes of the electric field of the Earth fol-
lowed by kHz-MHz EM precursory radiations, has been
reported before the Athens EQs. On 1 and 2 September
1999, a clear SES activity was recorded (Varotsos et al.,
1999).

5. We emphasize that the fault modelling of the
Athens EQ, based on information obtained by radar
interferometry (see Sect. 3.4), predicts two faults: the
main fault segment is responsible for 80 % of the total
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energy released, and the secondary fault segment for the
remaining 20 %. A seismic data analysis also indicates
that there was probably a subsequent EQ with magni-
tude 5.3 after about 3.5 s of the main event (Eftaxias
et al., 2001). On the other hand, the first strong EM
burst (Figs. 1, 2) contains approximately 20 % of the
total EM energy received during the emergence of the
two bursts, and the second the remaining 80 % (Eftax-
ias et al., 2001). This surprising correlation in the en-
ergy domain between the two strong pre-seismic kHz
EM signals and the two faults activated in the case of
the Athens EQ, strongly supports the hypothesis that the
two strong EM bursts are sourced in the last stage of the
EQ preparation process.

We note that all these various ground and satellite observa-
tions led to a converging result: a significant EQ (with mag-
nitude of about 6 or larger) was expected in the area around
the Athens in 1999. Even the presented analysis of seismicity
in terms of Fisher Information (Sect. 4.1) indicated Athens as
the possible position of the epicentre of the finally emerged
EQ.

The Earth’s crust is clearly extremely complex. However,
despite its complexity, there are several universally holding
scaling relations. In particular, the aspect of self-affine nature
of faulting and fracture is widely documented (Eftaxias et
al., 2010; and references therein). Importantly, Huang and
Turcotte (1988) have suggested that the statistics of regional
seismicity could be merely a macroscopic reflection of the
physical processes in the EQ source.

In recent papers, we have shown that the activation of a
single fault in terms of pre-seismic kHz EM emissions be-
haves as a reduced self-affine image of the whole regional
seismicity one hand, and a magnified self-affine image of the
laboratory seismicity, on the other hand (Papadimitriou et al.,
2008; Eftaxias, 2009; Eftaxias et al., 2010). These studies in-
dicate a similarity of the statistical properties of the EM-EQs
associated with the activation if a single fault in the energy
domain with the laboratory seismicity in terms of acoustic
and EM emission on one hand, and seismicity on geological
scale on the other hand. The aforementioned similarity has
been examined by means of the empirical Gutenberg-Richter
law and the Gutenberg-Richter type law rooted in basic prin-
ciples of non-extensive statistical mechanics.

Under natural conditions it is practically impossible to
monitor (much less to control) the principal characteristics of
the system under study, namely, the states of stress and strain
in the lithosphere and their time variation. Furthermore, it
is not possible to repeat experiments under controlled condi-
tions. Thus, the main requirements for a physical experiment
are not present. One solution to this problem is to model seis-
micity in the laboratory by means of acoustic emission (AE)
and EM emissions in artificial and natural materials. The ba-
sic signatures of laboratory seismicity are hidden in the kHz
EM activity under study. Indeed:

1. MHz-to-kHz electromagnetic (EM) anomalies have
been detected worldwide over time intervals ranging
from a few days to a few hours, while the MHz radiation
systematically appears earlier than the kHz (Kapiris et
al., 2004; Contoyiannis et al., 2005; Contoyiannis and
Eftaxias, 2008; Eftaxias et al., 2002). Laboratory ex-
periments on rock samples reveal a similar change in
the frequency content during progressive deformation,
i.e. the emissions exhibit a frequency shift from MHz
to kHz just before failure of the samples. Pioneering
experiments performed by Ohnaka and Mogi (1982) in
terms of acoustic emission reveal a significant shift from
MHz to kHz just before global failure (97 %–100 % of
the failure strength. The aforesaid frequency shift from
MHz to kHz has been observed in the case of the Athens
EQ .

2. Recent laboratory experiments in terms of both acous-
tic and EM emission show that the main rupture occurs
after the appearance of strong persistent behaviour in
the corresponding pre-fracture time-series (Ponomarev
et al., 1997; and references therein). This feature is hid-
den in the EM precursor under study.

3. Laboratory studies under well-controlled conditions
i.e. using well-prepared samples containing well-known
asperities should be useful for understanding the
physics of asperities. Lei et al. (Lei et al., 2000, 2004)
have studied how an individual asperity fractures, how
coupled asperities fracture, and also the role of asperi-
ties in fault nucleation and as potential precursors prior
to dynamic rupture. More precisely, the authors suggest
the following:

a. Intense microcracking may occur in a strong asperity
when the local stress exceeds the fracture stress of the
asperity. This feature is in agreement with our results.

b. The self-excitation strength which expresses the influ-
ence of excitation of an event on succeeding events
or, equivalently, the degree of positive feedback in the
dynamics, reaches a maximum during the nucleation
phase of the fault. We ask the reader to recall that
the Hurst exponent also approaches its maximum
value in the tail of the precursory EM radiation under
study. These observations reveal a strong similarity
between the fracture of asperities in laboratory-scale
experiments, individual faults and regional seismicities.

4. Footprints of the universal roughness value of fracture
surfaces are hidden in the kHz EM precursor. The Hurst
exponentH ∼ 0.7 has been interpreted as a universal
indicator of surface fracture, weakly dependent on the
nature of the material and on the failure mode (Hansen
and Schmittbuhl, 2003; Gorobei et al., 2005; Mourot
et al., 2006; Zapperi et al., 2005). Notice, the surface
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roughness of a recently exhumed strike-slip fault plane
has been measured. Statistical scaling analyses showed
that the striated fault surface exhibits a self-affine scal-
ing invariance that can be described by a scaling rough-
ness exponent,H = 0.7 in the direction of slip (Renard
et al., 2006). Significantly, the “roughness” of the pro-
file of the kHz EM time series under study is in harmony
with the universal roughness value of fracture surfaces.

Although significant problems in extrapolating laboratory re-
sults to field conditions remain, the above experimental find-
ings indicate that the emergence of strong positive correla-
tions reflect the faulting nucleation phase of EQ preparation
– namely, the fracture of the sequence of asperities in the
focal area.

It is a risky practice to extend findings rooted in laboratory
experiments to a geophysical scale. However, one cannot ig-
nore the comparison between failure precursors at laboratory
and geophysical scales.

It would be desirable to have the possibility to analyze
more preseismic EM emissions. However, we stress that in
order for it to be possible to extract useful information con-
cerning the preparation of the last stages of the EQ process,
the associated EM precursors must satisfy the following re-
quirements. (i) It must have a long duration, that is, from
a few tens of hours up to a few days, in order to contain
the relevant information. Additionally, a long duration is re-
quired in order to use the measurements for statistical pur-
poses. (ii) The recorded radiation must be emerging clearly
from the EM background. This means that the detected EM
radiation has not been significantly absorbed by conducting
layers of the crust or the even more conductive sea, imply-
ing that a useful EM precursor must be associated with an
on-land seismic event which is both strong, i.e. with magni-
tude∼6 or greater, and shallow. In this case we have rea-
sons to assert that the fracture process is extended up to the
surface layer of the crust, and thus the captured precursory
kHz, MHz EM emissions are produced by a population of
opening cracks/EM emitters that is sufficient to represent the
behaviour of the total number of the activated cracks during
the evolution of fracture. However, such strong surface EQs
that occur on land are not so common events in a given re-
gion such as Greece; the majority of EQs with a magnitude
greater or equal to 6 occur in the sea. The potential extension
of the performed analysis in regions where strong surface
EQs occur on land will offer the possibility for a statistical
evaluation of our suggestions in the future.

We emphasize that the complexity of the EQ preparation
and the associated pre-seismic EM activities is enormous,
and thus, a significant amount of research is needed before
we begin to understand it. Whether the presented ideas will
prove to be universal will turn out in the future. An extensive
amount of combined research is needed before we begin to
understand and systematically and accurately predict seismic
phenomena. The observed converging results suggest that it

is useful to combine various field measurements to enhance
the understanding behind the generation of EQs and thus to
improve our ability for EQ prediction.
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