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Abstract. A tsunami generated by large-volume land-
slide can propagate across the ocean and flood communi-
ties around the basin. The evolution of landslide-generated
tsunamis is affected by the effects of frequency disper-
sion and involves processes of different temporal and spa-
cial scales. In this paper, we develop a numerical ap-
proach employing the weakly nonlinear and fully nonlin-
ear Boussinesq-type theories and nested computational grids.
The propagation in a large domain is simulated with the
weakly nonlinear model in a geographical reference frame.
The nearshore wave evolution and runup are computed with
the fully nonlinear model. Nested grids are employed to
zoom simulations from larger to smaller domains at succes-
sively increasing resolutions. The models and the nesting
scheme are validated for theoretical analysis, laboratory ex-
periments and a historical tsunami event. By applying this
approach, we also investigate the potential tsunami impact on
the US east coast due to the possible landslide on La Palma
Island. The scenario employed in this study represents an
event of extremely low probability.

1 Introduction

Besides earthquakes, submarine and subaerial landslides are
probably the second most common cause of tsunamis (Syno-
lakis and Bernard, 2006). Most landslide-generated tsunamis
are localized events that cause severe damage to limited ar-
eas (e.g.Synolakis et al., 2002). Investigations of historical
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traces also indicate that very large landslides have happened
underwater and generated mega tsunamis causing devasta-
tions in large areas (Ward, 2001). Although a scenario of
very low probability, the potential impact of such events
needs to be assessed in some circumstances, such as the plan-
ning of nuclear facilities.

Under specific assumptions, the spreading landslide can
be treated as a long wave described in the depth-integrated
theories (e.g.Savage and Hutter, 1989; Jiang and LeBlond,
1992, 1993; Rabinovich et al., 1999; Imran et al., 2001;
Skvortsov and Bornhold, 2007), or a flow with strong tur-
bulence and vorticity which can be predicted through the
Navier-Stokes theory (e.g.Gisler et al., 2006; Wünnemann
et al., 2006; Abadie et al., 2010). In an alternative approach
developed byWard and Day(2006), the landslide debris is
treated as a granular mass, and the motion of each particle
is computed under the gravitational and centripetal accel-
erations. The dynamic process of tsunami generation due
to seabed disturbance can be approximated by the shallow
water equations (e.g.Jiang and LeBlond, 1992, 1993; Rabi-
novich et al., 1999), the Boussinesq-type theories (e.g.Lynett
and Liu, 2002; Fuhrman and Madsen, 2009; Zhou and Teng,
2010), the nonlinear potential flow theory (e.g.Grilli et al.,
2002; Grilli and Watts, 2005), or the Navier-Stokes theory
(e.g.Mader, 1984; Liu et al., 2005; Yuk et al., 2006). For
landslide-generated tsunamis, frequency dispersion is an im-
portant factor governing the wave evolution (Mader, 2001;
Watts et al., 2003; Løvholt et al., 2008), which may be mod-
elled through the Boussinesq-type theories.

Most of the existing Boussinesq-type numerical codes,
such as FUNWAVE (“Fully Nonlinear Boussinesq Wave
Model”) (Wei et al., 1995; Wei and Kirby, 1995; Kennedy
et al., 2000; Chen et al., 2000) and COULWAVE (“Cornell
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Fig. 1. The leading depression N-wave shape.

University Long and Intermediate Wave Modelling Pack-
age”) (Lynett et al., 2002), are originally developed for small-
scale nearshore wave transformation and runup. For large-
scale simulations of tsunamis, these codes have also been
applied at low resolutions (Watts et al., 2003; Dalrymple et
al., 2006; Grilli et al., 2007; Ioualalen et al., 2007; Geist et
al., 2009). We note the propagation and runup of tsunamis
involve processes of very different scales: from thousands of
kilometres in a basin to hundreds of metres in a bay. Differ-
ent physical features are also present in different stages and
require specific considerations. Applying numerical models
in a single computational domain at a constant grid spacing
may either limit the application of high resolution, or unnec-
essarily consume large amount of computer resources.

A common approach to multi-stage tsunami simulations
is to employ nested grids: the areas of interest are cov-
ered by high-resolution grids nested to low-resolution ones
over larger domains. Most existing nested-grid tsunami
simulating packages, such as MOST (“Method of Split-
ting Tsunami”) (Titov and Gonźalez, 1997), TUNAMI-N2
(Imamura, 1996), COMCOT (“Cornell Multi-grid Coupled
Tsunami Model”) (Liu et al., 1998), and MIKE 21 (Gayer et
al., 2010), are based on the shallow water equations which
have good applications to seismically generated long waves.
In the study byGrilli et al. (2010), tsunami propagation and
runup are split into two stages, both modelled with FUN-
WAVE. At first, the large-scale propagation is simulated at a
resolution of 2′. Computational results in this stage are in-
terpolated and input into higher-resolution coastal grids as
initial conditions. Løvholt et al. (2010) coupled a global
Boussinesq solver, GloBouss, with MOST through the Com-
MIT (“Community Modelling Interface for Tsunamis”) in-
terface (Titov et al., 2011). In their study, the oceanic prop-
agation of dispersive tsunamis is simulated with GloBouss;
results from GloBouss are input along the outermost grid
boundaries in MOST, which simulates the nearshore prop-
agation and runup in three levels of nested grids.

In this paper, we develop a numerical approach employing
the Boussinesq-type theories and nested grids, which may be
applied for the dispersive propagation and runup of tsunamis
generated by the submarine and subaerial landslides. In a
large domain, the weakly nonlinear model is applied to the
oceanic propagation of tsunamis; the nearshore propagation

Fig. 2. Water surface profiles given by the analytical solution (�),
simulated with the FB model (—) and non-dispersive model (- -).

Fig. 3. Time series of shoreline positions given by the analytical
solution (�), simulated with the FB model (—) and non-dispersive
model (- -).

and runup are simulated with the fully nonlinear model at
higher resolutions. A one-way nesting scheme is employed
to transfer data from an outer grid to a nested one in forms
of precomputed input boundary conditions. This approach
is then applied to simulate the propagation of a hypothetical
tsunami due to the potential landslide on La Palma Island,
and its runup on the US east coast. The initial wave profile in
the hypothetical tsunami is configured based on a numerical
scenario ofGisler et al.(2006).

2 Numerical approach

Tsunami propagation in deep ocean and offshore interme-
diate water can be described with the Boussinesq theory of
Nwogu (1993), which assumes thatO(ε) =O(µ2) � O(1),
whereε =a0/h0 andµ =h0/l0 are parameters of nonlinear-
ity and dispersion witha0, h0 and l0 being the character-
istic wave amplitude, water depth and wavelength, respec-
tively. In this theory, only the lowest-order nonlinear and
dispersive terms are retained. Analysis shows this theory
has good approximation to the linear dispersion relation for
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Fig. 4. Sketch of the water flume and computational grids. The plot is not on scale.

Fig. 5. Time series of water surface elevations in the 1-D tests with periodic waves, computed in outer grid (—) and inner grid (- -).

waves ofh0/l0 ≤ 1/2. The original equations are described in
the Cartesian coordinates. In order to consider the Earth sur-
face curvature in basin-scale simulations, new forms of the
Boussinesq theory have also been developed in geographical
coordinates, i.e., longitudes (φ) and latitudes (θ ) (e.g.Peder-
sen and Løvholt, 2008; Løvholt et al., 2008, 2010; Kirby et
al., 2009). In this study, we simply convert the equations
of Nwogu (1993) into geographical coordinates. In addi-
tion, Coriolis’ term is also included. These equations are
presented in the Appendix.

As waves approach the shorelines in shallow water,
wave heights increase and the nonlinear effects become
stronger. This process can be described with the fully non-
linear Boussinesq-type theory derived byWei et al.(1995),
where the assumption of weak nonlinearity is dropped,
i.e., O(ε) =O(1). Besides the original form in the Carte-
sian coordinates,Shi et al.(2002) have also converted these

equations into the generalized curvilinear coordinates to im-
prove the model accuracy in areas with irregular shorelines.
In the present study, we employWei et al.’s (1995) origi-
nal equations. In order to approximate the energy dissipa-
tion due to wave breaking, this model has been improved
with the eddy viscosity formulation (Kennedy et al., 2000).
In this approach, the intensity of the artificial eddy viscosity
term is determined empirically involving four quantities: the
thresholds for the breaking event to start (ζ I

t ) and to end (ζF
t ),

a transition time (T ∗) and a mixing length coefficient (δb).
These quantities have been calibrated in numerous studies
(Kennedy et al., 2000; Lynett, 2002; Roeber et al., 2010).
In this study, we employ the ones determined byLynett
(2002) asζ I

t = 0.65
√

gH , ζF
t = 0.08

√
gH , T ∗ = 8.0

√
gH and

δb = 6.5, whereg is gravitational acceleration andH is the
total water depth including water surface elevation and still
water depth. We note that although with this improvement,
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Fig. 6. Schematic diagram of Beji and Battjies’ (1994) experimental setup.

application of the Boussinesq-type theories shall still be lim-
ited to the processes where the horizontal vorticity is not
strong and air-water mixing is not significant. This is posed
by the basic assumptions of these theories.

In shallow water, the waves may lose a great amount of en-
ergy through frictional dissipation. In both theories, we ap-
proximate this effect by using a constant Manning’s rough-
ness coefficient. The shear stress along the seabed can be
determined as

τ =
1

2
ρ Cf |ub|ub, (1)

whereub is the water velocity on the bottom boundary,ρ

is density of water,Cf is the friction coefficient which is a
function of water depthH and Manning’s coefficientn, i.e.,

Cf =
g

H 1/3

(n

k

)2
, (2)

in which k = 1.0 m1/3/s is a constant. This formulation is
originally designed for steady flows and has also been widely
employed in nearshore wave processes (e.g.Liu et al., 1995;
Titov and Gonźalez, 1997).

The equations in both theories are solved numerically
through the finite difference algorithm developed byWei et
al. (1995). Thereafter, in this paper, we denote the weakly
nonlinear model as GB and the fully nonlinear model as FB.
In both models, the slot scheme developed byKennedy et al.
(2000) andChen et al.(2000) is employed to track the mov-
ing shorelines.Shapiro’s (1970) nine-point numerical filter is
applied in the numerical models over every 5–20 time steps
to remove the high-frequency noise due to high-order deriva-
tives in the model equations. In cases with the runup and
overtopping of highly nonlinear breaking waves, the fourth-
order nine-point Savitzky-Golay filter is employed to replace
the Shapiro type.

A simple one-way nesting scheme can be employed to
transfer data from an outer computational grid to a nested
inner grid. Computed time series of water surface elevations
(ζ ) and water velocities (uα) in the outer grid are first inter-
polated along the boundaries of the inner grid by using the
Lagrangian interpolation method, and then input into the in-
ner grid as precomputed input boundary conditions. We note

numerical dispersion is mainly dependent upon the size of
grid cells. As a result of different grid spacings, discontinuity
of computed water surface profiles may be present across the
boundaries of nested grids. To minimize this effect, the ratio
of grid spacings is always kept small between inner and outer
grids, and the grid boundaries are usually placed in deeper
water where wavelengths are relatively longer.

3 Validations

3.1 Tsunami runup onto a plane beach

In this study, we first validate the slot scheme through a
benchmark problem for the long wave runup onto a plane
beach (Liu et al., 2008). The problem considers a uniformly
sloping incline of 1/10 and an initial leading depression N-
wave shown in Fig.1. The initial water velocities are zero
everywhere. An analytical solution to the nonlinear shallow
water equations is derived for this problem byCarrier et al.
(2003). We simulate this process with the full FB model
and a non-dispersive version where all the dispersive terms
are turned off. The simulations are conducted in one dimen-
sion (1-D) at a spatial resolution of 5.0 m and constant time
step of 0.005 s. Figure2 compares the water surface pro-
files between the analytical solution and numerical simula-
tions. As the analytical solution is derived from the shallow
water equations, we have a very good agreement between it
and the non-dispersive simulation. The same phenomenon
is also observed in the time series of shoreline positions in
Fig. 3. Besides the accuracy of the slot scheme, this test
also suggests frequency dispersion may affect the process of
long-wave runup onto a plane beach.

3.2 Tests on the nesting scheme

We investigate the accuracy of the nesting scheme in a series
of quasi 1-D numerical experiments employing a water flume
250 m long and 1.0 m wide with still water depth of 1.0 m.
Periodic waves are generated within this flume through the
linear source function derived byWei et al.(1999). Sponge
layers are placed in front of both ends of the flume to pre-
vent incoming waves from being reflected back. Figure4 is
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(a)

(b)

Fig. 7. Time series of water surface elevations in Beji and Battjies’ (1994) experiment: FB (—), GB (- -) and measurements (�).

a sketch of the flume and computational grids. Grid spacings
of 0.1 and 0.02 m are applied along the direction of wave
propagation in the outer and inner grids, respectively. Along
the transverse direction, the length of grid cells is always
0.1 m. All the simulations are performed with the FB model.

The processes are simulated first in the outer grid at a con-
stant time step of 0.01 s. Temporal variations of water surface
elevations and water velocities are output atx = 150 m. They
are then input into the inner grid as boundary conditions, and
the simulations are conducted at a time step of 0.005 s. In
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Fig. 8. Computational grids for the simulation of long-wave oscil-
lation in a parabolic basin. The dashed circle denotes the elevation
of 0.

Fig. 5, we compare the time series of water surface eleva-
tions atx = 175 m. Good agreement is observed in all cases.
The errors in both wave height and phase become bigger for
shorter waves, as the effects of numerical dispersion become
more significant. Another reason for these errors lies in the
interpolation of time series.

3.3 Wave evolution over a submerged sill

Beji and Battjies(1993, 1994) conducted a series of exper-
iments with regular periodic waves propagating over a sub-
merged sill. A schematic diagram of the experimental setup
is given in Fig.6. The sill has a front and a back incline with
slopes of 1:20 and 1:10, respectively, and placed in the still
water depth of 0.40 m. Waves are generated by a wave maker
near the left end of the flume. Behind the sill, a sloping beach
is installed to work as a wave dissipater. Temporal variations
of water surface elevations are recorded by the wave gages
over the sill. These experiments, and similar ones, have been
employed as a classical benchmark to validate nonlinear and
dispersive numerical models (e.g.Beji and Battjies, 1994;
Gobbi and Kirby, 1999; Lin and Man, 2007).

In the present study, we apply the FB and GB models to the
case with a wave period of 2.0 s and wave height of 2.0 cm.
The quasi 1-D flume has a width of 0.5 m. A uniform grid
spacing of 0.05 m is applied along the flume and in the trans-
verse direction. The time step is 0.01 s. Precomputed time
series of water surface elevations and water velocities are in-
put along the left boundary. Figure7 indicates a good agree-
ment between the experimental measurements and numerical
simulations. The maximum ratio of wave height to local wa-
ter depth is 0.31, measured at Gage 4 over the top of the sill.

Fig. 9. Comparison between simulations (—) and analytical solu-
tion (�) for the long-wave oscillation in a parabolic basin. Upper:
water surface profiles; lower: runup.

Simulation results of both models indicate that for such a
problem, the weakly nonlinear theory still works accurately.

We note the length scale in the wave tank is extremely
small compared with the radius of the Earth. As a result, the
grid spacing is at an order ofO(10−9) described in radians of
longitude and latitude, which are the quantities employed in
the GB model. This may cause overflow during the computa-
tions. In order to avoid this problem, we create an “artificial
planet” with a radius of 20.626 km, and place the south side-
wall of the numerical flume along the equator. The length of
0.1 m is equivalent to 1.0′′ on this planet. The curvature of
the Earth’s surface and the Coriolis effect are both negligible
in this event. Therefore, applying the “artificial planet” may
not affect the physical processes.

3.4 Long-wave oscillation in a parabolic basin

An analytical solution to the nonlinear shallow water equa-
tions was derived byThacker(1981) for the resonant oscil-
lation of long waves in a parabolic basin. The basin has a
cylindrically symmetric bathymetry, described as

h(r) = ho

(
1 −

r2

a2

)
, (3)

where ho is the water depth at the cylindrical axis,r =√
x2+y2 is the distance between an arbitrary point and the

axis, anda is the radius of the circle at zero elevation. The
water surface elevation is given as a function of time and lo-
cation, which reads
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Fig. 10. Numerical wave tank for the experiments with conical is-
land. Dashed circle denotes the original shoreline.

ζ(r,t) = ho

{ √
1 − A2

1 − A cosωt

− 1 −
r2

a2

[
1 − A2

(1 − A cosωt)2
− 1

]}
, (4)

whereω =
√

8 g ho/a is the angular frequency, and

A =
a4

− r4
o

a4 + r4
o

. (5)

The runup,R, is also described as a periodic function,

R = −ho

(
1 −

1 − A cosωt
√

1 − A2

)
. (6)

This solution has been employed byLynett (2002) to vali-
date the numerical code of COULWAVE. In his study, only
results computed without dispersive terms are presented and
compared with the analytical solution. In the present study,
we observe the simulations with the FB and GB models have
a slight phase difference from the analytical solution. It is
because the Boussinesq-type models include frequency dis-
persion, which is not considered in the analytical solution.
As a result, the agreement between the models and analyti-
cal solution becomes poor after several cycles of oscillation.
Here, we only present the simulation results in the first circle.

In the present study, the parameters are set asho = 1.0 m,
a = 2500 m andro/a = 0.90. The configuration of computa-
tional grids is depicted in Fig.8. In the outer grid, the com-
putation is conducted with the GB model at a resolution of
25 m and a time step of 0.0005T , whereT = 2π/ω is the pe-
riod of oscillation. In the inner grid, the FB model is ap-
plied with a resolution of 5 m and a time step of 0.0001T . In
Fig. 9, we compare the simulations with the analytical solu-
tions for both water surface profiles and runup. The simula-
tion agrees well with the analytical solution. A determination
coefficient of 0.9989 is obtained for the time series of runup
and drawdown.

Fig. 11.Water surface profiles of a solitary wave with 0.058 m wave
height propagating in constant water depth of 0.32 m: profile att = 0
(�) compared with that att = 60 s shifted leftward in 114.97 m (—).

3.5 Runup of solitary waves on a conical island

Experiments of solitary wave runup on a conical island were
first reported byBriggs et al.(1994) and have served as a
benchmark in numerous studies for validating wave runup
models (e.g.Liu et al., 1995; Kânŏglu and Synolakis, 1998;
Titov and Synolakis, 1998; Chen et al., 2000; Lynett et al.,
2002; Yamazaki et al., 2009). In this section, we also val-
idate the nested-grid approach by employing these experi-
ments. The initial wave heights are 0.013, 0.028 and 0.058 m
in the still water depth of 0.32 m, or equivalently in non-
dimensional forms areA/h = 0.041, 0.088 and 0.181, where
A is the initial wave height andh is still water depth. The
configuration of the numerical wave tank is given in Fig.10.
A uniform grid spacing of 0.15 m is applied in both directions
of the outer grid. The inner grid has a resolution of 0.05 m.

We first obtain the steady solitary wave forms in 1-D
through a trail-and-error method. The initial conditions in-
clude the water surface elevations and water velocities ap-
proximated through the closed-form empirical equations of
Teng (1997). This profile is not an exact solution to the
model equations we employ. As a result, the initial wave
is unstable and oscillatory trails will develop following the
main wave. The main wave has higher wave height and
travels faster. After the main wave is fully separated from
the trails, it is cut out, multiplied by a coefficient to reach
the desired wave height and input into the model as initial
conditions for a new run. This procedure is repeated until
a steady solitary wave of desired wave height is obtained.
In Fig. 11, we compare the profiles of the steady solitary
wave ofA/h = 0.181 att = 0 and 60 s. The latter has been
shifted leftward in 114.97 m, which is the distance the wave
has travelled. The wave propagates at a constant speed of
1.916 m s−1, which is slightly lower than that estimated in
Rayleigh-Boussinesq’s theory for finite amplitude solitary
waves, i.e.,

√
g(h+A) (e.g.Miles, 1980).

The steady solitary wave profiles and water velocities
are uniformly distributed along the y-axis in the numeri-
cal wave tank to compose initial conditions. In the case of
A/h = 0.041, we employ the GB model in both grids. The
nonlinear effects become stronger in the other two events
and, therefore, the FB model is applied. In Fig.12, we
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Fig. 12. Time series of water surface displacements in the experiments of solitary wave runup on conical island: measurements (�), simula-
tions in outer grid (—) and inner grid (- -). Initial wave heights areA/h = 0.041, 0.088 and 0.181 in columns from left to right.

Fig. 13. Maximum inundation on the conical island: measured in experiments (�) and simulated in inner grid (—). Dashed circles depict the
initial shorelines. Initial wave heights areA/h = 0.041, 0.088 and 0.181 in columns from left to right.

compare the time series of water surface elevations simu-
lated in both grids with those measured at four selected wave
gages. The good agreement between inner and outer grids
shows the accuracy of the nesting scheme. In the weakly
nonlinear case ofA/h = 0.041, the numerical model has very
good agreement with the measurements. In the case of
A/h = 0.181, wave breaks on the lee slope of the island (Liu
et al., 1995). At gage 22, the model predicts a maximum wa-
ter surface elevation of 0.109 m in the inner grid, nearly 20 %
higher than that measured in the experiment. The reason may
be that energy dissipation due to wave breaking is underes-
timated. We also note that the error is smaller in the outer
grid, where we predict a maximum water surface elevation of
0.097 m at gage 22, which is 6.5 % higher than measurement.

Numerical dissipation in coarse resolution may be a reason
for this phenomenon. The measured maximum inundations
on the island are also compared with those predicted in the
inner grid in Fig.13. In general, reasonably good agreement
is observed in all the comparisons.

3.6 The 2006 Kuril Islands Tsunami

At 11:14:16 UTC on 15 November 2006, an earthquake of
Mw 8.3 generated a tsunami near the Kuril Islands. Time se-
ries of water surface elevations have been recorded at DART
(“Deep-ocean Assessment and Reporting of Tsunamis”) sen-
sors deployed in the Pacific Ocean and several tide stations
around the basin. This event is a standard historical case for
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Fig. 14. Tsunami source (water surface displacement in metres) of
the 15 November 2006 event near Kuril Islands.

model validation during the development of NOAA’s tsunami
forecast and warning system, SIFT (“Short-term Inundation
Forecasting for Tsunamis”). In the present study, we em-
ploy this event to validate the nested-grid Boussinesq-type
approach. MOST is also applied in the same grids as a
reference.

The initial distribution of water surface elevations esti-
mated through the inverse algorithm of SIFT is given in
Fig. 14. This algorithm depends on the real-time measure-
ments of DART sensors, and constrains the tsunami source
by fitting these measurements to a linear combination of pre-
computed tsunami source functions (Tang et al., 2009). A
tsunami source function is defined as the time series of wa-
ter surface displacements and water velocities in an ocean
basin caused by a unit earthquake source, which has a dimen-
sion of 100× 50 km2, and a slip value of 1 m, equivalent to
a moment magnitude of 7.5 (Gica et al., 2008). The tsunami
source functions are computed with MOST at a resolution
of 4′ in most areas. Studies suggest that at this resolution,
the magnitude of numerical dispersion of MOST approxi-
mates that of the physical frequency dispersion, making it
applicable to dispersive waves (Burwell et al., 2007).

By applying the GB model, we simulate the tsunami prop-
agation in the North Pacific basin. To be consistent with
SIFT, a resolution of 4′ is applied in this domain. Bathy-
metric and topographic data are derived from the ETOPO2
two-minute global relief database. Within this domain, time
series of computed water surface elevations are output at lo-
cations of DART buoys 21414, 46411, 46412, 46419 and
51 407. Surrounding the main Hawaiian Islands, we con-
struct Grid A at a resolution of 30′′. The computation is
further zoomed into smaller domains in Grids B and C,
which cover the vicinity of Hilo Bay area at resolutions of 6′′

and 1′′, respectively. The weakly nonlinear GB model is

applied to Grids A and B, while in Grid C, the fully nonlin-
ear FB model is employed. The high-resolution bathymet-
ric and topographic data are derived from the digital eleva-
tion models (DEMs) developed by the National Geophysical
Data Center. Time series of water surface elevations is also
output from Grid C at the location of the tide station in Hilo
Bay. The computational domains, as well as the locations of
DART buoys and tide station, are presented in Fig.15.

We first check the accuracy of nesting scheme by output-
ing the time series of water surface elevations from Grids A,
B and C at a numerical wave gage near the entrance of Hilo
Bay (19.75◦ N, 155.07◦ W). The three time series are com-
pared in Fig.16. For the first two peaks, the agreement is
nearly perfect between Grids B and C. In Fig.17, we com-
pare the computational results of the Boussinesq-type models
and MOST with real-time measurements at DART sensors
and the tide station. Very good agreement is observed for the
leading waves in the deep ocean. In the trailing waves, the
two numerical approaches agree with each other though both
deviate from the measurements. The poor agreement be-
tween numerical results and measurements in trailing waves
may be due to the inaccuracy of initial conditions. At the
Hilo Bay tide station, the two numerical approaches devi-
ate from each other in the trailing waves. This is a sign of
mismatch between the numerical dispersion of MOST and
the frequency dispersion included in FB. During this event,
coastal runup was not measured in the Hilo Bay area. There-
fore, no verification of runup is investigated.

4 A potential tsunami from La Palma Island

Urgeles et al.(1999) reported that a landslide with a volume
of 650 km3 had happened west of La Palma Island 0.8 to
1 million years ago. A landslide of this scale can generate
a mega tsunami which may propagate across the Atlantic
Ocean and flood the US east coast.Ward and Day(2001)
indicated that the future eruption of the Cumbre Vieja vol-
cano on La Palma Island will likely trigger a failure on its
west flank. By assuming a debris volume of 500 km3, they
predicted the potential landslide and tsunami will result in
20–25 m high waves offshore of the state of Florida. In their
study, the mathematical analysis was conducted through a
linear theory and the landslide behaviour was approximated
as deformable blocks (Ward, 2001). Gisler et al.(2006) re-
visited this problem with a numerical code, SAGE, which
solves the three-dimensional (3-D) Navier-Stokes equations.
In the 3-D scenario, they employed a landslide volume of
375 km3. Based on this scenario,Løvholt et al.(2008) sim-
ulated the oceanic propagation of the potential tsunami with
a Boussinesq model and predicted a maximum water surface
elevation of 9.6 m offshore of the US east coast.

Studies indicate that for the waves generated by an under-
water or sub-aerial landslide, the wave heights are sensitive
to many factors such as the volume, density, viscosity and
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Fig. 15. Computational grids for the simulation of the 2006 Kuril Islands tsunami.

Fig. 16. Time series of water surface elevations output at a numeri-
cal wave gage (19.75◦ N, 155.07◦ W) from Grids A (—), B (- -) and
C (–.).

initial position of the debris, as well as the slope angle over
which the debris flows downslope (e.g.Fritz et al., 2004;
Grilli and Watts, 2005; Watts et al., 2005). There are still
controversies regarding the properties of the potential land-
slide on La Palma Island. For instance,Abadie et al.(2008)
indicated that the volume of major collapse on the west flank
may fall within a range of 108–130 km3, if the volcanic erup-
tion is considered as the only triggering mechanism. This
estimation is far smaller than that byWard and Day(2001).
We would like to stress that, so far, human history has not
seen such a gigantic landslide on this island. Such an event
may have a very long return period of probably thousands or
millions of years.

In this section, we apply the nested-grid Boussinesq-type
approach to estimate the potential tsunami impact on the
US east coast due to landslide on La Palma Island. Our
objective is to show a possible application of the newly

developed numerical package. Instead of going deep into the
landslide and tsunami generation mechanism, we construct
a hypothetical tsunami based on the numerical scenario of
Cth31 inGisler et al.’s (2006) study.

4.1 Hypothetical tsunami

Gisler et al.(2006) simulated the coupled process of land-
slide motion and tsunami generation in a cylindrical sym-
metric frame in scenario Cth31. A snapshot of water surface
profile at 300 s is presented byLøvholt et al.(2008) (Fig. 3
in this reference), and used as the initial condition for model
comparisons. The wave has a leading peak of approximately
250 m located nearly 55 km from the cylindrical center, and
a trough of 450 m, separated from the peak by about 20 km.
Løvholt et al.(2008) proved that since 300 s, the evolution
of the first wave can be accurately predicted with the Boussi-
nesq models, though the landslide is still in motion, but is not
considered. This may be due to the fact that the first wave has
already passed the moving landslide. In the present study,
this profile is simplified as a leading-peak N-wave described
as

ζ(x) = A1 e
−k1

(x−x1)2

(x1−x2)2 − A2 e
−k2

(x−x2)2

(x1−x2)2 , (7)

whereA1 = 250.0 m,A2 = 442.0 m,x1 = 56 km, x2 = 35 km,
k1 = 5.0 andk2 = 7.0. In Fig.18, we present the water surface
profile depicted with Eq. (7) and that in scenario Cth31. For
the leading peak, Eq. (7) approximates the numerical result.
The leading peak in the initial profile is of primary impor-
tance to the tsunami impact on the US east coast. The tails
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Fig. 17. Time series of water surface elevations at DART sensors and Hilo Bay tide station in the 2006 Kuril Islands tsunami event:
Boussinesq (—), MOST (- -) and measurements (�).

predicted byGisler et al.(2006) are smoothed out as they
may cause huge runup on the Canary Islands and make the
numerical model unstable. In fact, the tails will mostly van-
ish in the transatlantic propagation due to frequency disper-
sion. The wave field in the horizontal 2-D plane is generated
by rotating this profile clockwise from south to north around
a vertical axis going through (28.7◦ N, 17.85◦ W), consider-
ing that the potential landslide is likely to be limited to the
west flank. Through a simple geometric calculation, we esti-
mate the landslide volume as being 365 km3 if the transect of
landslide is spread for 180◦ around the cylindrical axis. Un-
der this wave, the water velocities are assumed to point out-
ward from the axis. The magnitudes of depth-averaged water
velocities are estimated as|ū| = ζ

√
g/H . The reference wa-

ter velocitiesuα in geographical coordinates are computed
through the following equations

uα = ū +
1

R2 cos2 θ

[
1

6

(
ζ 2

− ζh + h2
)

−
z2
α

2

]

·

[
∂2 ū

∂ φ2
+

∂2

∂ φ ∂ θ
(v̄ cosθ)

]

+
1

R2 cos2 θ

[
1

2
(ζ − h) − zα

]

·

[
∂2

∂ φ2 (h ū) +
∂2

∂ φ ∂ θ
(h v̄ cosθ)

]
, (8)

vα = v̄ +
1

R2 cos2θ

[
1

6

(
ζ 2

− ζh + h2
)

−
z2
α

2

]

·

{[
∂2 ū

∂ φ ∂ θ
+

∂2

∂ θ2 (v̄ cosθ)

]
cosθ

+

[
∂ ū

∂ φ
+

∂

∂ θ
(v̄ cosθ)

]
sin θ

}
+

1

R2 cos2 θ

[
1

2
(ζ − h) − zα

]
·

{[
∂2

∂ φ ∂ θ
(h ū) +

∂2

∂ θ2 (h v̄ cosθ)

]
cosθ

+

[
∂

∂ φ

(
h ū +

∂

∂ θ
(h v̄ cosθ)

]
sin θ

}
, (9)

where R is the radius of the Earth andzα =−0.531h
+ 0.469ζ is the reference level within the water column.
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Fig. 18. Water surface profile depicted with Eq. (7) (—) and that
in Gisler et al.’s (2006) numerical scenario Cth31 (- -), digitalized
from Løvholt et al.’s (2008) Fig. 3.

It is worthwhile to mention that in all the studies ofWard
and Day(2001), Gisler et al.(2006) andAbadie et al.(2008),
the initial wave fields have a directivity towards the south-
west. Løvholt et al. (2008) also show, in the early stage
of propagation, the highest wave height is observed along
a transect which has an angle of approximately−20◦ from
the westward direction. This directivity is not adopted in the
present study. As a result, there is more wave energy pro-
jected towards the US east coast, where the tsunami impact
may be overestimated.

4.2 Oceanic propagation

The oceanic propagation is simulated with the GB model.
Bottom friction is not included in this process. At first, a
grid refinement test is performed near the island using res-
olutions of 0.5′, 1.0′ and 2.0′. Bathymetric data are derived
from the ETOPO2 database. Linear interpolation is applied
to generate data at higher resolutions. Figure19 shows the
water surface profiles along 28.7◦ N latitude att = 25 min,
predicted at the three different resolutions. The coefficient
of determination between the 0.5′ and 1.0′ simulations is ap-
proximately 1.0 over the first two waves. Between the 0.5′

and 2.0′ simulations, we have a slightly poorer agreement
with a determination coefficient of 0.9985. For the shorter
trailing waves, the deviation becomes bigger.

Near the source of a landslide-generated tsunami, wave-
lengths are short and, therefore, higher resolution is required.
As waves propagate outward from the source, they become
longer due to frequency dispersion, thus, larger grid spacings
are adequate. In order to accurately model the shorter waves
at a reasonable computation expense, we split the transat-
lantic propagation into three stages. At first, we employ a
resolution of 0.5′ in the vicinity of La Palma Island. The
domain covers a range of 23◦ W–15◦ W in longitudes and
25◦ N–33◦ N in latitudes. Fully reflective walls are installed
along the four boundaries. Before the waves reach the re-
flective walls, the computedζ anduα at t = 20 min are trans-
ferred into an enlarged domain measuring 30◦ W–10◦ W in
longitudes and 20◦ N–38◦ N in latitudes at a resolution of 1′.
Fully reflective boundary conditions are also applied in this
grid. Simulation results output from this domain att = 70 min

Fig. 19. Water surface profiles along 28.7◦ N longitude att = 25
min, simulated at resolutions of 0.5′ (—), 1.0′ (- -) and 2.0′ (–.).

are transferred into a new grid for further computation. In the
third stage, the computational grid has a resolution of 2′ and
covers most of the North Atlantic basin, measuring 85◦ W–
0◦ in longitudes and 15◦ N–50◦ N in latitudes. Sponge layers
are placed along the north and south boundaries. The bathy-
metric and topographic data in these grids are derived from
the ETOPO2 database.

The simulation in a following stage starts 5 min before it
stops in the proceeding stage. In other words, there is a 5 min
overlap between any two consecutive stages. By compar-
ing the water surface elevations between the two consecu-
tive stages at the same time, we can check the accuracy of
grid resolutions. The determination coefficients are calcu-
lated to be 0.9964 between the first and the second stages
at t = 25 min, and 0.9817 between the second and the third
stages att = 75 min.

A few snapshots of the water surface near La Palma Island
are presented in Fig.20. Soon after the simulation starts,
the initial N-wave evolves into a leading crest and a train of
shorter oscillatory waves. Due to frequency dispersion and
geometric spreading, the heights of the leading waves de-
crease quickly. Right before the wave system reaches the
west brim of deep ocean, the leading peak has a height of
2.2 m above still water level and the length of the first wave
is 220 km, measured along the 28.7◦ N latitude. The trail-
ing waves are higher and shorter. The first trailing wave has
a peak-to-trough height of 12.8 m, and a length of 125 km.
Our observation on the wavelengths is consistent with that re-
ported byLøvholt et al.(2008), which indicated that the typi-
cal wavelengths range between 120 to 250 km for the leading
peak, and 50 to 100 km for the trails, and both increase with
travelling distance.

In Fig. 21, we present the maximum water surface eleva-
tions in the North Atlantic basin. These data are from the
simulations described in this section, except near the US east
coast, where the data are output from the A-level nested grids
at a resolution of 0.5′ and the seabed friction is included.
Clear directivity is observed in this figure. As reported in
some studies (e.g.Titov et al., 2005; Grilli et al., 2007), the
directivity of tsunami propagation is a result of combined ef-
fects of tsunami source configuration and bathymetric fea-
tures. Shown in Fig.21, a beam of high wave energy is pro-
jected westwards to the states of South Carolina, Georgia and
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Fig. 20.Snapshots of the water surface in the vicinity of La Palma Island. Due to initial condition, more wave energy is projected westwards
compared with the studies byLøvholt et al.(2008).

Fig. 21. Maximum water surface elevations (m) in the North Atlantic basin. Due to initial condition, more wave energy is projected
westwards compared with the studies byLøvholt et al.(2008).

Florida. This is consistent with the assumption we made on
the tsunami source, i.e., the initial wave field is symmetric
about the 28.7◦ N latitude.

According to the simulation, waves propagate into the con-
tinental shelf east of Newfoundland Island after 4.5 h since
the tsunami was generated. Later, this tsunami approaches
New England at approximately 6.0 h, the Carolinas at 7.0 h
and Florida at 8.0 h.

4.3 Shoaling and runup

After the waves propagate into nearshore shallow water,
wavelengths become shorter due to shoaling effects and,

therefore, higher resolution is desired. The modelling
of runup and inundation requires even higher resolutions.
Along the US east coast, we construct the computational
grids at three levels: A, B and C. The grids are named as A1,
B11, C11, etc. The domains of A-level grids cover the entire
continental shelf east of the US and part of the deep ocean. A
uniform spacing of 30′′ is applied. The bathymetric and to-
pographic data are interpolated from ETOPO2. The B-level
grids extend for 60–120 km offshore from dry land, and have
resolutions of 3–4′′ (∼90 m) depending on latitudes. The C-
level grids cover several coastal communities at resolutions
of 0.5–0.6′′ (∼15 m). Bathymetric and topographic data are
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Table 1. Computational Grids along the US east coast.

Grids Models Spacing Boundaries Note

1φ 1θ West East South North

A1 GB 30′′ 30′′
−78.0◦ −64.0◦ 36.0◦ 46◦

A2 GB 30′′ 30′′
−83.0◦ −73.0◦ 24.0◦ 36.0◦

B11 FB 4′′ 3′′
−72.6◦ −71.5◦ 40.6◦ 41.4◦

B12 FB 4′′ 3′′
−75.5◦ −74.8◦ 37.8◦ 38.8◦

B13 FB 4′′ 3′′
−76.5◦ −75.5◦ 36.5◦ 37.3◦

B21 FB 3′′ 3′′
−79.2◦ −78.4◦ 33.25◦ 33.95◦

B22 FB 3′′ 3′′
−81.3◦ −80.4◦ 31.5◦ 32.4◦

B23 FB 3′′ 3′′
−81.3◦ −80.5◦ 28.9◦ 29.7◦

C11 FB 0.6′′ 0.5′′ −72.0◦ −71.8◦ 40.975◦ 41.125◦ Montauk, NY
C12 FB 0.6′′ 0.5′′ −75.15◦ −75.0◦ 38.3◦ 38.45◦ Ocean City, MD
C13 FB 0.6′′ 0.5′′ −76.05◦ −75.9◦ 36.75◦ 36.95◦ Virginia Beach, VI
C21 FB 0.6′′ 0.5′′ −78.96◦ −78.78◦ 33.61◦ 33.76◦ Myrtle Beach, SC
C22 FB 0.6′′ 0.5′′ −81.0◦ −80.8◦ 31.905◦ 32.08◦ Savannah, GA
C23 FB 0.6′′ 0.5′′ −81.055◦ −80.88◦ 29.15◦ 29.3◦ Daytona Beach, FL

Fig. 22. Computational grids along the US east coast. The titles of
C-level grids adopt the numbers from those nesting on B-level, but
not marked in this figure.

derived from the high-resolution DEMs. The details of grids
are summarized in Table1 and the domains are plotted in
Fig. 22. A constant Manning’s roughness coefficient of 0.03
is employed in all the nested grids to approximate the effect
of seabed friction.

Shown in Fig.23 are the maximum water surface eleva-
tions offshore the US east coast. Due to shoaling effects,
the waves become very high along the edge of the continen-
tal shelf. In most sections, the highest water surface eleva-
tion exceeds 15 m. The wave heights decay quickly over the
continental shelf because of the seabed friction. The runups
along the US east coast are also shown in this figure. As most
coastal communities are situated on low elevations, they may
be severely flooded. Note that in some areas, the runups are
significantly lower than those in their neighbours. This does
not necessarily mean that these areas experience less severe
impact. In these areas the tsunami first overtops some low-
lying terrains and then causes runup on the slopes behind.

We would like to stress that the runups presented in Fig.23
are computed with the weakly nonlinear model at a resolu-
tion of 30′′. Considerable numerical errors may be present
in these results. The nearshore propagation and runup are
also simulated with the FB model in B- and C-level grids.
The maximum runups in six selected sites are presented in
Table2. The very high runups can be explained by the huge
volume of landslide, as well as the assumed directivity of
initial waves. In general, the computations in C-level grids
yield higher runups. The maximum error is 17.1 %, observed
between grids B21 and C21 (Myrtle Beach, SC). In Fig.24,
we plot the flooded area in Myrtle Beach predicted in both
grids. Surprisingly, the two grids are very consistent. This
observation is also valid in most other areas. One reason for
the errors in computed runups is that runup is more sensitive
to topography. The high-elevation grid node, where the max-
imum runup is measured, may be missed in a low-resolution
grid.
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Fig. 23. Maximum water surface elevations (m) near the US and maximum runup on the coast. The solid lines in ocean indicate depths of
4000, 1000 and 100 m.

Fig. 24. Tsunami flooding in Myrtle Beach, SC: wet nodes pre-
dicted in grid B21 (�) and maximum inundation computed in grid
C21 (—).

4.4 Effect of seabed friction

The US east coat confronts a continental shelf which mea-
sures nearly 100 km wide, with water depth mostly less than
50 m. While propagating in shallow water, a great amount of
wave energy can be dissipated by the seabed friction. In the
nearshore grids, we employ a Manning’s coefficient of 0.03.
This value is typical for coastal waters (Bryant, 2001). Over
the dry land covered by vegetation and structures, applying
this value may underestimate the bottom friction forces. On
the other hand, the inundating distance is usually shorter than

Table 2. Maximum runups on selected sites along the US east coast.

Sites Max. Runup

B-level (m) C-level (m) Error (%)

Montauk, NY 9.30 10.15 8.4
Ocean City, MD 4.80 5.60 14.3
Virginia Beach, VI 5.85 6.86 14.7
Myrtle Beach, SC 4.26 5.14 17.1
Savannah, GA 3.42 3.60 5.0
Daytona Beach, FL 6.89 7.67 10.1

that of nearshore propagation, the smaller friction coefficient
on beaches may not affect the predicted tsunami impact too
much. Some studies also suggest that the runup and inunda-
tion are indeed not sensitive to the roughness coefficient on
steep slopes (e.g.Zelt, 1991; Tang et al., 2009).

In order to show the effect of seabed friction, we also set
the Manning’s coefficient to 0 and rerun the simulations in
Grids A1 and A2 with the GB model. Figure25 plots the
differences in the computed maximum water surface eleva-
tions as a percent ratio to the non-friction results. The maxi-
mum water surface elevations may be overestimated in some
nearshore areas as a result of neglecting the energy dissipa-
tion due to wave breaking. Figure25shows before the waves
approach the shorelines, the water surface elevations have
been reduced by 50 % in most transects offshore the states of
South Carolina, Georgia and Florida. Input wave heights are
smaller in the north sections, and so is the percentage of re-
duction in maximum water surface elevations. Nevertheless,
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Fig. 25. Reduction in computed maximum water surface elevations due to bottom friction. The colour scale is set between 0 and 50 %. The
values are computed as|ζmax.nonfric−ζmax.fric |/|ζmax.nonfric| × 100 %, whereζmax.nonfric is the maximum water surface elevation predicted
without seabed friction andζmax.fric is that with seabed friction.

it is still over 30 % in most areas. For a long wave, the total
energy in an arbitrary location is proportional to the square
of water surface displacement. In this event, we estimate the
seabed friction dissipates more than 50 % of total wave en-
ergy in most areas along the US east coast.

4.5 Undular bores

A dispersive wave may become disintegrated and develop
into an undular bore in shallow water (e.g.Glimsdal et al.,
2006; Grue et al., 2008; Løvholt et al., 2008; Madsen et al.,
2008; Geist et al., 2009). The component fission waves of an
undular bore have solitary wave-like shapes with very high
wave heights. In the present study, wave disintegration and
formation of undular bores are observed in all C-level grids.
In Fig. 26, we present a series of snapshots of water surface
with an undular bore originating from the second wave crest.
Initially, the fission waves have a maximum wave height of
nearly 10 m in water approximately 20 m deep. As these
waves approach the shoreline, wave heights decay quickly
as a result of seabed friction and wave breaking. The forma-
tion of undular bores may affect the runup in reverse ways.
The fission waves have higher wave heights, which usually
suggest higher runup. On the other hand, more wave energy
may be dissipated due to seabed friction and wave break-
ing. This may reduce the runup. We notice that so far, the

formation of undular bores and the breaking of fission waves
are mostly observed in numerical studies. This process needs
to be further investigated through laboratory experiments.

Observed in the present study, the lengths of fission waves
fall within a range of 100–1000 m, depending on time and lo-
cation. For the shorter waves, the current resolution may be-
come insufficient. In the 1-D simulations,Geist et al.(2009)
employed a resolution of 5 m to model the undular bores;
Løvholt et al.(2008) employed variable resolutions accord-
ing to local water depth, with the finest being around 4 m.
Limited by computer resources, such high resolution is not
applied to the 2-D simulations in this study.

4.6 CPU time

All the computations are run on a computer with 8 CPUs
of 2.67 GHz speed and a memory of 24 GB, working in the
Linux 64 RH5 environment. The entire project consumes a
total CPU time of 1471 h. Parallel computing technology
is not included in the current version of models. It can be
an efficient way to increase the computational speed of the
Boussinesq-type models (e.g.Sitanggang and Lynett, 2005;
Kirby et al., 2009).

Nat. Hazards Earth Syst. Sci., 11, 2677–2697, 2011 www.nat-hazards-earth-syst-sci.net/11/2677/2011/



H. Zhou et al.: Nested-grid Boussinesq-type modelling approach 2693

Fig. 26. Runup of an undular bore:(a)–(d) indicate the sequence in time with an interval of 200 s.

5 Conclusions

In this paper, we document a numerical simulating approach
employing the Boussinesq-type theories and nested compu-
tational grids. In this approach, the propagation of dispersive
waves in a large domain is simulated with the weakly nonlin-
ear model in a geographical reference frame; the nearshore
propagation and coastal runup may be simulated with the
fully nonlinear model in the Cartesian coordinate system.
Computational results from a coarse-resolution outer grid
can be transferred into a nested higher-resolution grid in
forms of precomputed input boundary conditions. As a
result, an entire tsunami life span can be split into sev-
eral stages and respectively simulated at optimized resolu-
tions. The numerical models and the nesting scheme are val-
idated for analytical and experimental cases, as well as a real
tsunami event.

Through this approach, we also simulate the propagation
and runup of a potential tsunami which may be generated by
a possible landslide on La Palma Island. We assume an initial
N-wave profile with a wave height of 700 m, spreading west
of the island around a cylindrical axis. The simulation shows
the initial wave system soon develops into a leading crest
and a train of oscillatory trailing waves. The trailing waves
have higher wave heights, but shorter wavelengths. Before
reaching the west brim of deep ocean, the leading peak has
a height of 2.2 m above still water level, and a wavelength
of 220 km, both measured along the longitude going through
the cylindrical axis. The present study indicates the seabed
friction over the continental shelf dissipates over 50 % of the

total wave energy and, thus, greatly reduces tsunami impact
on the US east coast. Considering that most coastal commu-
nities along the US east coast are situated on low elevations,
this tsunami may cause severe flooding. Wave disintegra-
tion and formation of undular bores are observed in the high-
resolution simulations. The lengths of component waves in
the undular bores fall within a range of 100–1000 m.

In this study, the initial wave field near La Palma Island
is estimated based on a numerical simulation byGisler et al.
(2006). The volume of landslide is estimated to be 365 km3.
This scenario may represent a potential hazard of very low
probability.

Appendix A

The Boussinesq equations in geographical coordinates

Nwogu’s (1993) Boussinesq equations retain the low-
est order of nonlinear and dispersive terms, and assume
O(ε) =O(µ2). The water velocitiesuα = (uα, vα) are de-
scribed at the reference water levelzα

∼= −0.531h, whereh is
the still water depth. In this study, we redefine this parameter
in a slightly different manner, i.e.,zα

∼= −0.531h + 0.469ζ ,
whereζ is the water surface elevation. This guarantees that
the reference water level is always within the water column
during the wave runup and drawdown. In basin scale, the
curvature of the Earth surface and the Coriolis effect may
become important. In this situation, we convert the original
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equations into geographical coordinates (φ, θ ). The conver-
sion process is straightforward by employing the operators
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i

R cosθ

∂

∂ φ
() +

j

R

∂

∂ θ
(), (A1)
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wherei andj are the unit vectors inφ andθ directions, re-
spectively, andk is that normal to the Earth surface. Also
note that the tensor(uα ·∇) uα shall be rewritten as
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]
+

1

R3 cos3 θ

∂

∂ φ

{
H

(
z2
α

2
−

h2

6

) [
∂2 uα

∂ φ2
+

∂2

∂ φ ∂ θ
(vα cosθ)

]

+ H

(
zα +

h

2

) [
∂2

∂ φ2 (h uα) +
∂2

∂ φ ∂ θ
(h vα cosθ)

]}

+
1

R3 cosθ

∂

∂ θ

{
H

(
z2
α

2
−

h2

6

) [
∂ uα

∂ φ
+

∂

∂ θ
(vα cosθ)

]
tan θ

+ H

(
z2
α

2
−

h2

6

) [
∂2 uα

∂ φ ∂ θ
+

∂2

∂ θ2 (vα cosθ)

]

+ H

(
zα +

h

2

) [
∂

∂ φ
(h uα) +

∂

∂ θ
(h vα cosθ)

]
tan θ

+ H

(
zα +

h

2

) [
∂2

∂ φ ∂ θ
(h uα) +

∂2

∂ θ2 (h vα cosθ)

]}
= 0, (A5)

∂ uα

∂ t
+

1
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[
uα

∂ uα
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+ vα

∂ uα

∂ θ
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uα vα

R
tan θ

+
g

R cosθ

∂ ζ
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+

1

R2 cos2 θ
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]

+ zα

[
∂2

∂ φ2 (h uα) +
∂2

∂ φ ∂ θ
(h vα cosθ)

]}
+ Rfx − f vα = 0, (A6)
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+
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∂

∂ θ
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sin θ

+ zα

[
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∂ φ ∂ θ
(h uα) +
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]
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}
+ Rfy + f uα = 0, (A7)

whereH =h + ζ is the total water depth,g is the gravitational
acceleration,R is the radius of the Earth,f = 2ωsinθ is the
Coriolis coefficient andω is the angular speed of Earth rota-
tion. The lose due to bottom friction,Rf , can be computed as

Rf = Cf
ub |ub|

H
, (A8)

in which the horizontal water velocity along seabedub can
be determined as

ub = uα

+
z2
α − h2

2 R2 cos2 θ

[
∂2 uα

∂ φ2
+

∂2

∂ φ ∂ θ
(vα cosθ)

]

+
h + zα

R2 cos2 θ

[
∂2

∂ φ2 (h uα) +
∂2

∂ φ ∂ θ
(h vα cosθ)

]
, (A9)
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2 R2 cos2 θ
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]
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+

[
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∂ φ
+

∂

∂ θ
(vα cosθ)

]
sin θ

}
+
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R2 cos2 θ
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∂2

∂ φ ∂ θ
(h uα) +

∂2
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]
cosθ

+

[
∂

∂ φ
(h uα) +

∂

∂ θ
(h vα cosθ)

]
sin θ

}
. (A10)
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